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Abstract

Camera-based physiological measurement is a fast growing field of computer vision.
Remote photoplethysmography (rPPG) utilizes imaging devices (e.g., cameras) to
measure the peripheral blood volume pulse (BVP) via photoplethysmography, and
enables cardiac measurement via webcams and smartphones. However, the task
is non-trivial with important pre-processing, modeling, and post-processing steps
required to obtain state-of-the-art results. Replication of results and benchmarking
of new models is critical for scientific progress; however, as with many other appli-
cations of deep learning, reliable codebases are not easy to find or use. We present a
comprehensive toolbox, rPPG-Toolbox, that contains unsupervised and supervised
rPPG models with support for public benchmark datasets, data augmentation, and
systematic evaluation: https://github.com/ubicomplab/rPPG-Toolbox

1 Introduction

The vision of ubiquitous computing is to embed computation into everyday objects to enable them
to perform useful tasks. The sensing of physiological vital signs is one such task and plays an
important role in how health is understood and managed. Cameras are both ubiquitous and versatile
sensors, and the transformation of cameras into accurate health sensors has the potential to make the
measurement of health signals more comfortable and accessible. Examples of the applications of this
technology include systems for monitoring neonates [|1]], dialysis patients [2]], and the detection of
arrhythmias [3]].

Building on advances in computer vision, camera-based measurement of physiological vitals signs
has developed into a research field of its own [4]. Researchers have developed methods for measuring
cardiac and pulmonary signals by analyzing skin pixel change over time. Recently, several companies
have been granted FDA De Novo status for products that use software algorithms to analyze video
and estimate pulse rate, heart rate, respiratory rate and/or breathing rateEEf

There are hundreds of computational architectures that have been proposed for the measurement
of cardiopulmonary signals. Unsupervised signal processing methods leverage tools such as In-
dependent Component Analysis (ICA) or Principal Component Analysis (PCA) and assumptions
about the periodicity or structure of the underlying blood volume pulse waveform. Neural network
architectures can be trained in a supervised fashion using videos with synchronized gold-standard
ground truth signals [SHS|]. Innovative data generation [9] and augmentation [[10], meta-learning
for personalization [[11}|12]], federated learning [13]], and unsupervised pretraining [[14H17] have
been widely explored in the field of camera-based physiological sensing and have led to significant
improvements in state-of-the-art performance.

'https://www.accessdata.fda.gov/cdrh_docs/reviews/DEN200019. pdf
"https://wuw.accessdata.fda.gov/cdrh_docs/reviews/DEN200038. pdf
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Figure 1: rPPG Pipeline. An example of the components of an rPPG pipeline including preprocessing,
training, inference, and evaluation.

However, standardization in the field is still severely lacking. Based on our review of literature in the
space, we identified four issues that have hindered the interpretation of results in many papers. First,
and perhaps most obviously, a lot of the published work is not accompanied by public code. While
publishing code repositories with papers is now fairly common in the machine learning and computer
vision research communities, it is far less common in the field of camera-based physiological sensing.
While there are reasons that it might be difficult to release datasets (e.g., medical data privacy),
we cannot find good arguments for not releasing code. Second, many papers do not compare to
previously published methods in an “apples-to-apples” fashion. This point is a little more subtle, but
rather than performing systematic side-by-side comparisons between methods, the papers compare
to numerical results from previous work, even if the training sets and/or test sets are not identical
(e.g., test samples were filtered because they were deemed to not have reliable labels). Unfortunately,
this often makes it unclear if performance differences are due to data, pre-processing steps, model
design, post-processing, training schemes and hardware specifications, or a combination of the
aforementioned. Continuing this thread, the third flaw is that papers use pre- and post-processing
steps that are not adequately described. Finally, different researchers compute the “labels” (e.g., HR
frequency) using their own methods from the contact PPG or ECG timeseries. Differences in these
methods lead to different labels and a fundamental issue when it comes to benchmarking performance.
When combined, the aforementioned issues make it very difficult to draw conclusions from the
literature about the optimal choices for the design of rPPG systems.

Open source code allow researchers to compare novel approaches to consistent baselines without
ambiguity regarding the implementation or parameters used. This transparency is important as
subsequent research invariably builds on prior state-of-the-art. Implementing a prior method from
a paper, even if clearly written, can be difficult. Furthermore, it is an inefficient use of time for
many researcher to re-implement all baseline methods. In an effort to address this, several open
source toolboxes have been released for camera-based physiological sensing. These toolboxes have
been a significant contribution to the community and provide implementations of methods and
models [[18-20]]; however, they are also incomplete. McDuff and Blackford [18E| implemented a
set of source separation methods (Green, ICA, CHROM, POS) and Pilz [20] published the PPGI-
Toolboxﬂ containing implementations of Green, SSR, POS, Local Group Invariance (LGI), Diffusion
Process (DP) and Riemannian-PPGI (SPH) models. These toolboxes are implemented in MATLAB
(e.g., [18]]) and do not contain examples of supervised methods. Python and supervised neural models
are now the focus of a large majority of computer vision and deep learning research. There are

*https://github.com/danmcduff/iphys-toolbox
*https://github.com/partofthestars/PPGI-Toolbox
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Table 1: Comparison of rPPG Toolboxes. Comparison of rPPG-Toolbox with existing toolboxes in
camera-based physiological measurement.

Toolbox Dataset Support  Unsup. Eval DNN Training DNN Eval
iPhys-Toolbox [21] X v X X
PPG-I Toolbox [20] X v X X
pyVHR [19,22] 4 v X v
rPPG-Toolbox (Ours) v v v v

Unsup. = Unsupervised learning methods, DNN = Deep neural network methods.

several implementations of popular signal processing methods in Python: Bob.rrpg.baseﬂ includes
implementations of CHROM, SSR and Boccignone et al. [[19] released code for Green, CHROM,
ICA, LGI, PBV, PCA, and POS. Several published papers have included links to code; however, often
this is only inference code and not training code for neural models. Without providing training code
for neural networks, it is challenging for researchers to conduct end-to-end reproducible experiments
and build on the research.

In this paper, we present an end-to-end toolboxﬁ] for camera-based physiological measurement. This
toolbox includes: 1) support for six public datasets, 2) pre-processing code to format the datasets for
training neural models, 3) implementations of five neural model architectures and six unsupervised
learning methods, 4) evaluation and inference pipelines for supervised and unsupervised learning
methods for reproducibility and 5) enabling advanced neural training and inference such as weakly
supervised pseudo labels, motion augmentation and multitask learning. We use this toolbox to publish
clear and reproducible benchmarks that we hope will provide a foundation for the community to
compare methods in a more rigorous and informative manner.

2 Related Work

In the field of remote PPG sensing, there are three significant open-source toolboxes:

iPhys-Toolbox [18]: An open-sourced toolbox written in MATLAB that is comprised of implemen-
tations of numerous algorithms for rPPG sensing. It empowers researchers to present results on
their datasets using public, standard implementations of baseline methods, ensuring transparency of
parameters. This toolbox incorporates a wide range of widely employed baseline methods; however, it
falls short on Python support, public dataset data loaders, and neural network training and evaluation.

PPG-I Toolbox [20]: This toolbox provides MATLAB implementations, specifically for six unsuper-
vised signal separation models. It incorporates four evaluation metrics, including Pearson correlation,
RMSE/MSE, SNR, and Bland-Altman plots. However, similar to the iPhys-Toolbox, it lacks support
for public dataset data loading and neural network training and evaluation.

pYVHR [22[: The most recent in the field, this toolbox adopts Python instead of MATLAB. While it
offers ample support for numerous unsupervised methods, its capabilities are limited when it comes
to modern neural networks. Notably, py VHR supports only two neural networks for inference, and
none for model training. This omission can be a roadblock for researchers aiming to reproduce and
further advance state-of-the-art neural methods.

3 The rPPG-Toolbox

To address the gaps in the current tooling and to promote reproducibility and clearer benchmarking
within the camera-based physiological measurement community (rPPG), we present an open-source
toolbox designed to support six public datasets, six unsupervised methods and five neural methods
for data preprcessing, neural model training and evaluation, and further analysis.

3.1 Datasets

The toolbox includes pre-processing code that converts six public datasets into a form amenable for
training with neural models. The standard form for the videos we select includes raw frames and

Shttps://pypi.org/project/bob.rppg.base/
Shttps://github.com/ubicomplab/rPPG-Toolbox
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Figure 2: Overview. An overview of the rPPG-Toolbox codebase.

difference frames (the difference between each pair of consecutive frames) stored as numpy arrays in
a [N, W, H, C] format. Where N is the length of the sequence, W is the width of the frames, H is the
height of the frames, and C is the number of channels. There are six channels in this case, as both the
raw frames and difference frames account for three color channels each. For faster data loading, all
videos in the datasets are typically broken up into several “chunks” of non-overlapping N (e.g., 180)
frame sequences. All of these parameters (N, W, H, C) are easy to change and customize. The PPG
waveform labels are stored as numpy arrays in a [N, 1] format. The entire pre-processing procedure
is supported with multi-thread processing to accelerate the data processing time.

We have provided pre-processing code for UBFC-rPPG [23]], PURE [24] SCAMPS [25], MMPD [26]],
BP4D+ [27]], and UBFC-Phys [28]]. Each of these datasets encompasses a diverse array of real-world
conditions, capturing variations in factors such as motion, lighting, skin tones/types, and backgrounds,
thus presenting robust challenges for any signal processing and machine learning algorithms. Tools
(Jupyter Notebooks) are provided for quickly visualizing pre-processed datasets and will be detailed
further in the provided supplementary materials. We also support the pre-processing and usage of
augmented versions of the UBFC-rPPG [23]] dataset, which we describe in Section@

UBFC-rPPG [23]: This dataset features RGB videos recorded using a Logitech C920 HD Pro
webcam at 30Hz. The videos have a resolution of 640x480, and they are stored in an uncompressed
8-bit RGB format. Reference PPG data was obtained using a CMS50E transmissive pulse oximeter,
thereby providing the gold-standard validation data. The subjects were positioned approximately one
meter away from the camera during the recording sessions. The videos were captured under indoor
conditions with a combination of natural sunlight and artificial illumination.

PURE [24]: This dataset consists of recordings from 10 subjects, including 8 males and 2 females.
The video footage was captured with an RGB eco274CVGE camera from SVS-Vistek GmbH, with a
frequency of 30Hz and a resolution of 640x480. Subjects were positioned approximately 1.1 meters
from the camera and were illuminated from the front by ambient natural light filtering through a
window. The gold-standard ground truth of PPG and SpO2 were obtained at 60Hz with a CMS50E
pulse oximeter affixed to the subject’s finger. Each participant completed six recordings under varied
motion conditions, thereby contributing to a range of data reflecting different physical states.

SCAMPS [25]: This dataset encompasses 2,800 video clips, comprising 1.68M frames, featuring
synthetic avatars in alignment with cardiac and respiratory signals. These waveforms and videos
were generated by employing a sophisticated facial processing pipeline, resulting in high-fidelity,
quasi-photorealistic renderings. To provide robust test conditions, the videos incorporate various
confounders such as head motions, facial expressions, and changes in ambient illumination.

MMPD [26]: This dataset includes 660 one-minute videos recorded using a Samsung Galaxy
S22 Ultra mobile phone, at 30 frames per second with a resolution of 1280x720 pixels and then
compressed to 320x240 pixels. The ground truth PPG signals were simultaneously captured using an
HKG-07C+ oximeter, at 200 Hz and then downsampled to 30 Hz. It contains Fitzpatrick skin types
3-6, four different lighting conditions (LED-low, LED-high, incandescent, natural), four various



activities (stationary, head rotation, talking, and walking), and exercise scenarios. With multiple
labels provided, different subsets of this dataset can be easily used for research using our toolbox.

BP4D+ [27]: This dataset contains video footage captured at a rate of 25 frames per second, covering
140 subjects, each participating in 10 emotion-inducing tasks, amounting to a total of 1400 trials.
In addition to the standard video footage, the dataset also includes 3D mesh models and thermal
video, both captured at the same frame rate. Alongside these, the dataset offers supplementary
data including blood pressure measurements (wave, systolic, diastolic, mean), heart rate in beats
per minute, respiration (wave, rate bpm), electrodermal activity, and Facial Action Coding System
(FACS) encodings for specified action units.

UBFC-Phys [28]]: The UBFC-PHYS dataset, a multi-modal dataset, contains 168 RGB videos, with
56 subjects (46 women and 10 men) per a task. There are three tasks with significant amounts of
unconstrained motion under static lighting conditions - a rest task, a speech task, and an arithmetic
task. The dataset contains gold-standard blood volume pulse (BVP) and electrodermal activity (EDA)
measurements that were collected via the Empatica E4 wristband. The videos were recorded at a
resolution of 1024x1024 and 35Hz with a EO-23121C RGB digital camera. We utilized all three
tasks and the same subject sub-selection list provided by the authors of the dataset in the second
supplementary material of Sabour et al. [ 28] for evaluation. We will reiterate this subject sub-selection
list in the supplementary materials of this paper.

3.2 Methods

3.2.1 Unsupervised Methods

The following methods all use linear algebra to recover the estimated PPG signal: 1) Green [29]: the
green channel information is used as the proxy for the PPG after spatial averaging of RGB video; 2)
ICA [30]: Independent Component Analysis (ICA) is applied to normalized, spatially averaged color
signals to recover demixing matrices; 3) CHROM [31]]: a linear combination of the chrominance
signals obtained from the RGB video are used for estimation; 4) POS [32]: plane-orthogonal-to-
the-skin (POS), is a method that calculates a projection plane orthogonal to the skin-tone based on
physiological and optical principles. A fixed matrix projection is applied to the spatially normalized,
averaged pixel values, which are used to recover the PPG waveform; 5) PBV [33]: a signature, that
is determined by a given light spectrum and changes of the blood volume pulse, is used in order to
derive the PPG waveform while offsetting motion and other noise in RGB videos; 6) LGI [34]]: a
feature representation method that is invariant to motion through differentiable local transformations.

3.2.2 Supervised Neural Methods

The following implementations of supervised learning algorithms are included in the toolbox. All
implementations were done using PyTorch [37]]. Common optimization algorithms, such as Adam [38]]
and AdamW [39], and criterion, such as mean squared error (MSE) loss, are utilized for training. The
learning rate scheduler follows the 1cycle policy [40], which anneals the learning rate from an initial
learning rate to some maximum learning rate and then, from that maximum learning rate, to some
learning rate much lower than the initial learning rate. The total steps in this policy are determined
by the number of epochs specified multiplied by the number of training batches in an epoch. The
Icycle policy allows for convergence due to the learning rate being adjusted well below the initial,
maximum learning rate throughout the cycle, and after numerous epochs in which the learning rate
is much higher than the final learning rate. We found the 1cycle learning rate scheduler to provide
stable results with convergence using a maximum learning rate of 0.009 and 30 epochs. We provide
parameters in the toolbox that can enable the visualization of the losses and learning rate changes for
both the training and validation phases. Further details on these key visualizations for supervised
neural methods will be provided in the supplementary materials.

DeepPhys [5]: A two-branch 2D convolutional attention network architecture. The two represen-
tations (appearance and difference frames) are processed by parallel branches with the appearance
branch guiding the motion branch via a gated attention mechanism. The target signal is the first
differential of the PPG waveform.

PhysNet [6]]: A 3D convolutional network architecture. Yu et al. compared this 3D-CNN architecture
with a 2D-CNN + RNN architecture, finding that a 3D-CNN version was able to achieve superior
pulse rate prediction errors. Therefore, we included the 3D-CNN in this case. It is worth noting that



Table 2: Benchmark Results. Performance on the UBFC-rPPG (23], PURE [24] UBFC-Phys [28] and
MMPD [26] datasets generated using the rPPG toolbox. For the supervised methods we show cross-dataset
training results using the UBFC-rPPG, PURE and SCAMPS datasets.

Test Set
PURE [24] UBFC-1PPG [23] UBFC-Phys [28] MMPD [26]

Method Train Set MAE' MAPE' MAE' MAPE' MAE' MAPE' MAE' MAPEY

a GREEN [29] N/A 10.09 1028 19.81 1878 1355 1601 21.68 24.39
2 ICA [30] N/A 477 447 1470 1434 1003 1185 18.60 20.88
E CHROM [31] N/A 577 1152 398 378 449 600 13.66 15.99
2 LGI [34] N/A 461 496 1580 1470 627  7.83 17.08 1898
@ PBV [33] N/A 391 482 1590 1517 1234 1463 1795 20.18
S POS [32] N/A 367 725 400 386 451 612 1236 14.43
UBFC-RPPG 3.69 338 N/A NA 513 653 1400 1547

TS-CAN [7] PURE NA  NA 129 150 572 734 1393 15.14
SCAMPS 466 583 362 353 555 691 19.05 21.77

o UBFC-RPPG 936 17.84 N/A N/A 551 747 1023 1246
2 PHYSNET[6] PURE N/A  NA 163 168 507 637 1321 14.73
& SCAMPS 2008 3127 439 439 728 998 21.05 24.69
o UBFC-RPPG 554 532 N/A NA 662 821 1749 19.26
& DEEPPHYs [35] PURE N/A  NA 121 142 842 1018 1692 1854
2 SCAMPS 395 425 310 308 475 589 1522 1656
UBFC-RPPG 547 539 N/A NA 493 625 1378 15.15

EFF.PHYS-C [36] PURE NA  NA 207 210 531 661 1403 1531
SCAMPS 1024 1170 1264 1126 697 847 2041 2352

MAE = Mean Absolute Error in HR estimation (Beats/Min), MAPE = Mean Percentage Error (%).

we used difference-normalized frames as input to PhysNet as the original paper does not specify a
concrete input data format.

TS-CAN [7]: A two-branch 2D convolutional attention network architecture that leverages temporal
shift operation information across the time axis to perform efficient temporal and spatial modeling.
This network is an on-device, real-time algorithm. The target signal is the first differential of the PPG
waveform.

EfficientPhys-C [36]: A single-branch 2D convolutional neural network that aims to provide an
end-to-end, super lightweight network for real-time on-device computation. The architecture has
a normalization module that calculates frame differences and learnable normalization as well as a
self-attention module to help the network focus on skin pixels associated with PPG signal.

3.3 Pre-Processing, Training, Post-Processing and Evaluation

In the rPPG-Toolbox, we offer a configuration file system that enables users to modify all parameters
used in pre-processing, training, post-processing, and evaluation. A YAML file is provided for
every experiment and includes blocks for pre/post-processing, training, validation, testing, model
hyperparameters, and computational resources. The pre/post-processing for neural and unsupervised
methods share similar settings, such as the same input resolution and face cropping.

In terms of pre-processing, we provide three input data types: 1) "DiffNormalized", which calculates
the difference of every two consecutive frames and labels, and normalizes them by their standard
deviation; 2) "Standardized", which standardizes the raw frames and labels using z-score; 3) "Raw",
which uses the original frames and labels without modification. Additionally, we also provide
parameters for face cropping, which is a vital aspect of our task. In the config file, users can use
dynamic detection to perform face cropping every N frames and scale the face bounding box by a
coefficient to maintain consistency of face cropping in motion videos. Users can also elect to use a
median bounding box with dynamic detection in order to help filter out erroneous detections of a
face.

With regard to training of neural network, our toolbox provides flexibility to parameterize which
portion of the data is used for training / validation / testing. For instance, we can use first 80% of
UBFC-rPPG for training, the last 20% of UBFC-rPPG for validation and then use the entire PURE



dataset for testing. Moreover, the distinct parameters (e.g., dropout rate) of each neural network can
be defined in the config file.

For post-processing and evaualtion, there are several standard post-processing steps that are typically
employed to improve model predictions. A 2nd-order Butterworth filter (cut-off frequencies of 0.75
and 2.5 Hz) is applied to filter the predicted PPG waveform. The choice of filtering parameters can
have a significant impact on downstream results such as heart rate errors. A Fast Fourier Transform
or a peak detection algorithm is then applied to the filtered signal to calculate the heart rate. In this
toolbox, we support five metrics for video-level heart rate estimations: mean absolute error (MAE),
root mean squared error (RMSE), mean absolute percentage error (MAPE), signal-noise ratio (SNR),
and Pearson Correlation (p), along with a calculation of standard error for a better understanding of
the accuracy of the aforementioned metrics. We also give users the option to visualize Bland-Altman
plots as a part of evaluation. Finer details on the supported metrics, metric results not reported
in the main paper, and Bland-Altman plots will appear in the supplementary materials. For better
reproducibility, we also provide pre-trained models in our Github repository to allow researchers to
perform model inference. The detailed definition of each config parameter is also provided in the
Github repository.

3.4 Benchmarking

To show that the implementations of the baseline methods are functioning as expected and provide
benchmark results for consumers of the toolbox to reference and reproduce, we performed a set of
baseline experiments using three commonly used video rPPG datasets for training: SCAMPS [25]],
UBFC-rPPG [23]] and PURE [24] and tested on four datasets including UBFC-rPPG [23]], PURE [24],
UBFC-Phys [28]], and MMPD [26]. For neural models, a training batch size of 4, 30 epochs, and an
inference batch size of 4 was utilized for all experiments. The models were trained using a single
Nvidia 2080 Ti GPU. As illustrated in Table 2] we show MAE and MAPE computed between the
video-level heart rate estimations and gold standard measurements. Additional metric results can be
found in the supplementary materials.

4 Additional Features

4.1 Weakly Supervised Training

. Blood Pressure Waveform . POS Pseudo PPG Waveform

0 2 4 6 8 10 0 2 4 6 8 10

Time (Seconds)

Figure 3: Generated Pseudo Labels. Samples of POS [32] generated PPG pseudo labels plotted
against ground truth blood pressure waveforms from BP4D+ [27]].

Supervised rPPG training requires high fidelity synchronous PPG waveform labels. However not all
datasets contain such high quality labels. In these cases we offer the option to train on synchronous
PPG "pseudo" labels derived through a signal processing methodology as described by [41]]. These
labels are produced by using POS-generated [32]] PPG waveforms, which are then bandpass filtered
around the normal heart-rate frequencies, and finally amplitude normalized using a Hilbert-signal
envelope. The tight filtering and envelope normalization results in a strong periodic proxy signal, but
at the cost of limited signal morphology.



For instance, in the BP4D+ dataset [27], the cardiac ground truth is represented by a blood pressure
waveform. Although this waveform exhibits the same periodicity as the PPG signal, it has a phase
shift that adversely affects model training. Figure [3]illustrates sample pseudo labels derived for
BP4D+ [27] videos plotted against the ground truth blood pressure waveform. Table[J|presents results
for supervised methods, trained on BP4D+ [27]] pseudo labels. We extend this feature to all of the
supported datasets.

Table 3: Training with Pseudo Labels. For the supervised methods we show results training with
the (entire) BP4D+ [27] dataset, using POS [32] derived pseudo training labels.

Training Set BP4D+ [27] with POS Pseudo Labels
Testing Set UBFC-rPPG [23] PURE [24]
MAE| MAPE| p71 |MAE|, MAPE] pt

Supervised

TS-CAN [7] | 4.69 451 0.78| 1.29 1.60 0.97
PhysNet(Normalized) [6] | 1.78 192 096 3.69 735 0.88
DeepPhys [35]] | 2.74 2.81 093 247 249  0.89
EfficientPhys-C [36] | 2.43 252 090| 3.59 327 0.80

MAE = Mean Absolute Error in HR estimation (Beats/Min), MAPE = Mean Percentage Error (%), p = Pearson
Correlation in HR estimation.

4.2 Motion Augmented Training

The usage of synthetic data in the training of machine learning models for medical applications is
becoming a key tool that warrants further research [42]. In addition to providing support for the
fully synthetic dataset SCAMPS [25]], we provide provide support for synthetic, motion-augmented
versions of the UBFC-rPPG [23]], PURE [24], SCAMPS [25]], and UBFC-PHYS [28]] datasets for
further exploration toward the use of synthetic data for training rPPG models. The synthetic, motion-
augmented datasets are generated using an open-source motion augmentation pipeline targeted for
increasing motion diversity in rPPG videos [43]]. We present cross-dataset results using a motion-
augmented version of the UBFC-rPPG [23]] dataset in Tabled] We also provide tools that leverage
OpenFace [44] for extracting, visualizing, and analyzing motion in rPPG video datasets. Further
details regarding these tools will be shared in both our GitHub repository and our supplementary
materials.

Table 4: Training with Motion-Augmented Data. We demonstrate results training on a motion-
augmented (MA) version of the UBFC-rPPG [23]] dataset generated using an open-source motion
augmentation pipeline [43]] and testing on the unaugmented version of the PURE [24]] dataset.

Training Set MAUBFC-rPPG [23]
Testing Set PURE [24] UBFC-Phys [28] MMPD [26]

MAE| MAPE| pt [ MAE| MAPE| p1t [ MAE| MAPE| pt
TS-CAN [7]| 1.07 1.20  0.97] 5.03 6.36  0.75| 12.59 13.77 0.23
PhysNet (Normalized) [6] | 17.03  32.37 0.38| 5.51 7.50 0.68| 10.67 13.99 0.33
DeepPhys [35] | 1.15 140 097] 4.95 6.26 0.75] 12.71 13.70 0.21
EfficientPhys-C [36] | 2.59 2.67 0.88| 4.80 6.10 0.79| 13.39 1450 0.14

MAE = Mean Absolute Error in HR estimation (Beats/Min), MAPE = Mean Percentage Error (%), p = Pearson

Correlation in HR estimation.

4.3 Extending the rPPG-Toolbox for Physiological Multitasking

While this toolbox is primarily targeted towards rPPG model training and evaluation, it can be
easily extended to support multi-tasking of physiological signals. As an example, we implement
BigSmall [41]], an architecture that multi-tasks PPG, respiration, and facial action. Similar to [41]] we
present 3-fold cross-validation results across the action unit (AU) subset of BP4D+ [27] (the portion
of the dataset with AU labels), and use the same subject-folds and hyper-parameters as implemented
in the original publication. These results can be found in Table@ Note, that like [41], facial action
metrics are calculated across 12 common AUs (AU #s 1, 2,4, 6,7, 10, 12, 14, 15, 17, 23, 24).



Table 5: Multitasking Results. For the BigSmall [41] method we show results for multi-tasking
PPG, respiration, and action unit classification; training with the BP4D+ [27]] (AU subset) dataset,
using POS [32]] derived pseudo training PPG labels.

Training Set BP4D+ [27]
Testing Set BP4D+ [27]
Task rPPG Respiration Facial Action

MAE| MAPE| pt1 |MAE|L MAPE, pt | FIt Prec.t Acc.t
BigSmall [41]| 323  3.51 0.83] 5.19 2628 0.14[4282 3985 65.73

MAE = Mean Absolute Error in HR estimation (Beats/Min), MAPE = Mean Percentage Error (%), p = Pearson
Correlation in HR estimation, F1 = average F1 across 12 action units, Prec. = average precision across 12 action
units, Acc. = average accuracy across 12 action units.

5 Limitations & Broader Impacts

Although this toolbox supports six datasets and eleven methods, there is still room to expand it to
support more recently released datasets and algorithms. Moreover, this toolbox does not support
all techniques (e.g., contrastive learning) for pre-training which have been commonly used in many
machine learning tasks. Camera sensing has advantages and benefits with the potential to make
important cardiac measurement more accessible and comfortable. One of the motivating use-cases
for rPPG is turning everyday devices equiped with cameras into scalable health sensors. However,
pervasive measurement can also feel intrusive. We are releasing the rPPG toolbox with a Responsible
Al License [45] that restricts negative and unintended uses of the toolbox.

6 Conclusion

Research relies on the sharing of ideas. This not only allows methods to be verified, saving time and
resources, but also allows researchers to more effectively build upon existing work. Without these
resources and open-sourced code bases, fair evaluation and comparison of methods is difficult, creates
needless repetitions, and wastes resources. We present an end-to-end and comprehensive toolbox,
called rPPG-Toolbox, containing code for pre-processing multiple public datasets, implementations
of supervised machine learning (including training pipeline) and unsupervised methods, and post-
processing and evaluation tools.

7 Appendex

Our appendices contain the following additional details and results:

* In Section[§] we provide details toward metrics supported by our toolbox. We also provide
additional metric results in Section [9]that were not included in the main paper due to space
constraints.

* Section briefly details which subjects we utilized for exclusion, or conversely sub-
selection, in each task when dealing with the UBFC-Phys [28]] dataset. We also briefly
describe video filtering criteria available via the toolbox and useful for subject sub-selection.

* Additional details related to training and evaluation for physiolgogical multitasking is shared
in Section [Tl

¢ Section @] briefly describes additional features included in the toolbox . These features,
including pre-processed data visualization, loss and learning visualization, Bland-Altman
plots, and motion analysis, are further detailed with exemplar usage in the rPPG-Toolbox’s
GitHub repo.

8 Metric Details
8.1 rPPG Metrics

We present explanations of metrics supported by our toolbox below.



Mean Absolute Error (MAE): For predicted signal rate I?,,, ground truth signal rate I2,, and for N
instances:

N
1
MAE = N;mg — R,

Root Mean Square Error (RMSE): For predicted signal rate 7, ground truth signal rate R, and
for N instances:

N
1
RMSE = |+ > (Ry - Ry)?

n=1

Mean Absolute Percentage Error (MAPE): For predicted signal rate R,,, ground truth signal rate
Ry, and for N instances:
N

1
MAPE = ¥ Z

Rg — Rp
Ry

n=1

Pearson Correlation (p): For predicted signal rate R, ground truth signal rate Ry, and for N
instances, and R the average of R for NV samples:

) m)
J(Sam 1) (- 7)

Signal-to-Noise Ratio (SNR): As in [31]], we calculate the Signal-to-Noise Ratio (SNR) for a
predicted signal as the ratio between the area under the curve of the power spectrum around the first
and second harmonic of the ground truth heart rate frequency and the area under the curve of the rest
of the power spectrum. This is mathematically represented as follows:

150
SNR = 10log1o ( 15045 A5 )

a5 (L=U(£))S())?

Where S is the power spectrum of the estimated rPPG signal. U;(f) is equal to 1 around the first and
second harmonics of the ground truth rPPG signal, while being 0 elsewhere in the power spectrum.
In the context of the rPPG-Toolbox, only the power spectrum between 0.75 Hz and 2.5 Hz, or 45
beats/min and 150 beats/min, is considered. We report the mean of the SNR values calculated per
video or test sample, such that:

N

1
MN:—E N
SNR NnZISR

Standard Error (+ SE): The standard error is a measure of the statistical accuracy of an estimate,
such as the mean, and is equal to the standard deviation of the theoretical distribution of a large
population of such estimates. The standard error takes into account the number of samples utilized
in measurement, which is especially useful in the case of remote PPG datasets where the number
of test samples can vary significantly from dataset to dataset. For all metrics except for the Pearson
correlation (p), we calculate the standard error as:

g
E=-"
SE= =

Where o is the standard deviation and n is the number of samples. For the Pearson correlation (p),
the standard error is calculated as:

1— 72

n—2

SE, =

10



Where r is the correlation coefficient and n is the number of samples. Similar to how a standard
deviation is reported, we report standard error as £SE.

8.2 Additional Multitask Metrics

We present explanations of additional metrics added to evaluate the BigSmall [41]] model in order to
exemplify how this toolbox can be extended to support physiological multitasking.

Evaluated Action Units (AU): Similar to [41]], and other AU literature, facial action metrics are
calculated for the following 12 commonly used AUs: AUO1, AU02, AU04, AU06, AUO7, AU10,
AUI12, AU14, AU15, AU17, AU23, AU24.

F1: The harmonic mean of recall and precision. For true positive count T'P, false positive count F'P,
and false negative count F'N.
2TP

Fl1=1
0 TP+ FP L FN

Precision (Prec.): For true positive count 7'P, and false positive count F'P:

TP

Precision = 100 ¥ ————
rectsion * TP+ FP

Accuracy (Acc.) For true positive count 7' P, true negative count 7'N, false positive count F'P, and
false negative count F'N:

TP+ TN
TP+TN+FP+FN

Accuracy = 100 *

9 Additional Results

We reiterate results provided in the main paper and present additional results including the RMSE,
SNR, Pearson correlation, and the corresponding standard errors. Note that there may be minor
differences between results in the following tables and the main paper, as they were generated on a
different machine using the latest version of the rPPG-Toolbox.
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Table 6: Benchmark Results. Performance on the UBFC-rPPG [23|], PURE [24] UBFC-Phys [28] and
MMPD [26] datasets generated using the rPPG toolbox. For the supervised methods we show cross-dataset
training results using the UBFC-rPPG, PURE and SCAMPS datasets.

Test Set
PURE [24]
Method Train Set MAE| RMSE | MAPE| pT SNR 1
a GREEN [29] N/A 10.09 +2.81 23.85+217.81 1028 +£2.33 0.34 £0.12 -2.66 +1.43
E ICA [30] N/A 477 £2.08 16.07 +153.84 447+ 1.65 0.724+0.09 5244+ 1.77
& CHROM [31] N/A 577+1.79 1493 £81.53 11.524+3.75 0.81 £0.08 4.58 £ 0.85
5 LGI [34] N/A 461 £191 1538 +134.14 496+ 1.72 0.77 £0.08 4.50 & 1.21
Z PBV [33] N/A 392+ 1.61 1299+ 123.60 4.84 +149 0.84 £0.07 230+ 1.31
S POS [32] N/A 367+ 146 11.82+66.87 7.254+3.03 0.88+0.06 6.87+ 0.95
TS-CAN [7] UBFC-RPPG 3.69 +1.74 13.8+113.84 339+ 144 0.82+0.08 526+£1.11
SCAMPS 466 +£1.68 13.69+9253 583+2.03 0.824+0.08 095+1.04
a PHYSNET [6] UBFC-RPPG 9.36 +£2.39 20.63 +116.59 17.84 +4.68 0.62 £0.10 7.84 £ 1.00
o SCAMPS 20.08 +£2.46 27.56 + 14891 31.28 +3.89 0.09 + 0.13 -10.21 + 0.56
=
% DEEPPHYS [35] UBFC-RPPG 5.54 +2.30 18.51 +£173.09 532+1.90 0.66+0.10 4.40+1.32
=) SCAMPS 396+ 1.67 1344 +98.86 425+ 1.60 0.83+0.07 507+ 1.15
7
EFE.PHYS-C [36] UBFC-RPPG 547 +£2.10 17.04 +143.80 540+ 1.76 0.71 £0.09 4.09 £ 1.16
SCAMPS 10.24 248 21.65+ 17396 11.70 +£2.28 046 +£0.12 -5.49 + 1.05
Test Set
UBFC-rPPG (23]
Method Train Set MAE| RMSE | MAPE| pT SNR 1
2 GREEN [29] N/A 19.73 £ 3.75 31.00 £+ 235.38 18.72 +3.33 0.37 £ 0.15 -11.18 + 1.63
‘ﬁ ICA [30] N/A 16.00 4+ 3.09 25.65 + 163.58 15.354+2.77 044 +0.14 -991 +£1.78
& CHROM [31] N/A 406+ 121 8.83+3393 3.844+1.10 0.89+0.07 -2.96+1.18
& LGI [34] N/A 15.80 £+ 3.67 28.55 +236.17 14.70 +3.20 0.36 £0.15 -8.15+ 1.41
2 PBV [33] N/A 1590 4+ 3.25 26.40 £ 199.71 15.17 +2.91 048 +0.14 -9.16 £ 1.35
] POS [32] N/A 408101 77242187 393+£091 092+0.06 -239+1.14
TS-CAN [[7] PURE 1.30 £ 0.40 2.87 + 3.05 1.50+047 099 +0.02 149+1.13
SCAMPS 3.62+091 69241830 3.534+0.84 093 £0.06 -3.91+0.98
A PHYSNET [6] PURE 1.63 £ 0.53 3.79 +7.59 1.68 £ 0.56 098 +0.03 -1.79 £ 1.11
= SCAMPS 439+1.27 93143946 4394+1.21 0.86+£0.08 -5.46+ 0.98
=
% DEEPPHYs [35] PURE 1.21 £ 041 2.90 + 3.75 1424049 099 +0.02 1.74+1.16
5 SCAMPS 3.10+144 981+7470 3.084+1.32 0.87£0.08 -0.79 +1.22
»n

EFF.PHYS-C [36] PURE 207+£092 63243201 210£0.87 0.94+0.05 -0.12+1.20
SCAMPS 12.64 £3.15 23.99 £ 18244 11.26 £2.67 034 £0.15 -9.36 +1.05

MAE = Mean Absolute Error in HR estimation (Beats/Min), RMSE = Root Mean Square Error in HR
estimation (Beats/Min), MAPE = Mean Percentage Error (%), p = Pearson Correlation in HR estimation, SNR =
Signal-to-Noise Ratio (dB) when comparing predicted spectrum to ground truth spectrum.
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Table 7: Benchmark Results. Performance on the UBFC-rPPG [23|], PURE [24] UBFC-Phys [28] and
MMPD [26] datasets generated using the rPPG toolbox. For the supervised methods we show cross-dataset
training results using the UBFC-rPPG, PURE and SCAMPS datasets.

Test Set
UBFC-Phys [28]
Method Train Set MAE] RMSE | MAPE] pT SNR 1

2 GREEN [29] N/A 13.55 £ 1.30 18.80 +48.87 16.01 ==1.42 0.29 £0.10 -10.34 &+ 0.65

E ICA [30] N/A 10.04 +£1.20 1573 +£43.63 11.85+1.35 0.36 £0.09 -5.28 +0.98

& CHROM [31] N/A 449 £0.60 7.56 £ 13.84 6.004+0.88 0.80+0.06 -1.92 +0.85

& LGI [34] N/A 6.27 £0.83 1041 +£22.76 7.83+£0.99 0.70 +£0.07 -3.30 091

Z PBV [33] N/A 1234 +1.22 1743 £47.24 14.63 +1.33 0.33 +£0.09 -9.33 £ 0.71

- POS [32] N/A 451 +£0.68 8.16+ 1736 6.124+099 0.77 +£0.06 -1.28 +0.90

UBFC-RPPG 5.13+0.63 8.124+ 1847 6.53+0.85 0.76 =0.07 -1.95 £ 0.81

TS-CAN [[7] PURE 5.724+0.66 8.784+1694 734+090 0.72+0.07 -3.72 +0.78

SCAMPS 5.554+0.67 8.714+1696 691 +0.85 0.72+0.07 -4.40 4 0.66

é UBFC-rRPPG 551 +0.85 10.18+2995 7.47+ 126 0.70 £0.07 -0.67 £ 1.00

= PHYSNET [6] PURE 5.07£090 10.34 +31.74 6.37 £1.16 0.62+£0.08 -1.05=+0.95

i SCAMPS 7.134+£095 1195+£4144 979+ 150 0.51 £0.09 -7.53 +0.53
(=W
=

A UBFC-RPPG 6.62 +0.84 10.69 42590 8.21 +1.04 0.66 + 0.08 -2.98 + 0.82

DEEPPHYS [35] PURE 842 +1.09 13.80£38.06 10.18 =1.29 0.44 +0.09 -4.41 4 0.84

SCAMPS 475 +£0.58 7501447 5894+0.72 0.82+0.06 -2.04 £0.76

UBFC-RPPG 493 +058 7.65+1444 625+0.79 0.79 £0.06 -2.09 £ 0.82

EFE.PHYS-C [36] PURE 5314+0.78 9.444+27.67 6.61+£096 0.70+0.07 -2.22 +0.81

SCAMPS 6.97 £0.79 10.58 +22.70 8.47 £091 0.64 £0.08 -7.38 +0.47

Test Set
MMPD |[26]
Method Train Set MAE] RMSE | MAPE] p1 SNR 1

2 GREEN [29] N/A 21.68 +0.67 27.69 + 4221 24.39 +£0.64 -0.01 +0.04 -14.34 £+ 0.26

E ICA [30] N/A 18.60 = 0.61 24.30 £ 33.80 20.88 =0.58 0.01 ==0.04 -13.84 £ 0.27

& CHROM [31] N/A 13.66 = 0.50 18.76 +23.82 16.00 = 0.57 0.08 +0.04 -11.74 +0.21

& LGI [34] N/A 17.08 +0.62 23.32 +34.46 18.98 £0.60 0.04 +£0.04 -13.15+0.25

Z PBV [33] N/A 17.95 £ 0.60 23.58 £ 32.45 20.18 =0.58 0.09 +0.04 -13.88 4 0.24

o] POS [32] N/A 12.36 2 0.49 17.71 £23.65 1443 £0.55 0.18 £0.04 -11.53 =0.22

UBFC-RPPG 14.01 £0.61 21.04 +30.02 15.48 +=0.61 0.24 +0.04 -10.18 +0.28

TS-CAN [7] PURE 13.94 + 0.64 21.61 +£33.02 15.15+0.63 0.20 £0.04 -9.94 +0.27

SCAMPS 19.05 +0.58 24.20 £31.90 21.77 £0.60 0.14 £0.04 -13.24 £0.25

(@ UBFC-RPPG 10.24 £ 0.51 16.54 +23.04 12.46 +=0.65 0.29 +0.04 -8.95+0.24

= PHYSNET [6] PURE 13.22 £ 0.56 19.61 +£26.13 14.74 £0.58 0.23 £0.04 -10.94 +0.24

il SCAMPS 21.06 & 0.55 25.38 £32.56 24.70 £0.62 0.14 £0.04 -16.45+£0.22
Ay
=)

«» UBFC-RPPG 17.50 £0.70 25.00 4 38.62 19.27 +0.68 0.06 +0.04 -11.72 4+ 0.33

DEEPPHYS [35] PURE 16.92 +0.70 24.61 +38.03 18.54 £0.68 0.05+0.04 -11.53 £0.31

SCAMPS 15.22 £ 0.68 23.17 £ 38.46 16.56 £0.66 0.09 0.04 -10.23 £ 0.31

UBFC-RPPG 13.78 £0.68 22.25 +37.94 15.154+0.70 0.09 +0.04 -9.13 £ 0.31

EFF.PHYS-C [36] PURE 14.03 +0.64 21.62 +£32.95 15.32 +£0.63 0.17 £0.04 -9.95+0.29

SCAMPS 20.41 £ 0.57 25.06 £31.72 2352+ 0.61 0.11 £0.04 -14.28 £0.24

MAE = Mean Absolute Error in HR estimation (Beats/Min), RMSE = Root Mean Square Error in HR

estimation (Beats/Min), MAPE = Mean Percentage Error (%), p = Pearson Correlation in HR estimation, SNR =
Signal-to-Noise Ratio (dB) when comparing predicted spectrum to ground truth spectrum.
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Table 8: Training with Motion-Augmented Data. We demonstrate results training on a motion-
augmented (MA) version of the UBFC-rPPG [23|] dataset generated using an open-source motion
augmentation pipeline [43]] and testing on the unaugmented versions of the PURE [24] dataset,
UBFC-Phys [28]], and MMPD [26] datasets.

Training Set MAUBFC-rPPG [23]

Testing Set PURE [24]
Metric (+ Std. Err.) MAE] RMSE | MAPE] pT SNR t
Supervised
TS-CAN[7] | 1.07£0.75 5.89+33.75 1.20+0.83 097 +0.03 8.86 +0.95

PhysNet (Normalized) [6] | 17.03 £ 2.97 28.50 & 149.16 32.37 £5.82 0.38 £ 0.12 7.27 + 0.88

DeepPhys [35]] | 1.15£0.76  5.954+33.75 140£0.85 0.97 £0.03 9.94 + 1.00
EfficientPhys-C [360] | 2.59 + 1.43 11.29 +96.01 2.67+1.27 0.88+0.06 6.75 £ 1.12
Training Set MAUBFC-rPPG [23]
Testing Set UBFC-Phys [28]
Metric (+ Std. Err.) MAE| RMSE | MAPE| T SNR 1
Supervised
TS-CAN [7]] | 5.03 +0.67 8.39 + 18.26 6.36 +0.90 0.75 + 0.07 -1.15 + 0.81
PhysNet (Normalized) (6] | 5.51 = 0.88 0.44 4+ 37.65 7.50 £1.32 0.68 + 0.07 -0.57 4 1.08
DeepPhys [35] | 4.95 £ 0.67 8.37 £21.53 6.26 £0.90 0.75 £ 0.07 -0.78 + 0.85
EfficientPhys-C [36] |4.80 = 0.58 7.52 + 15.02 6.10 £ 0.79 0.79 + 0.06 -0.87 4+ 0.86
Training Set MAUBFC-rPPG [23]
Testing Set MMPD [26]
Metric (+ Std. Err.) MAE| RMSE | MAPE] o1 SNR 1
Supervised

TS-CAN [7] | 12.59 £ 0.62 20.23 +31.27 13.77 £0.62 0.23 £0.04 -9.19 £ 0.29

PhysNet (Normalized) [6]
DeepPhys [35]]
EfficientPhys-C [36]

10.68 £0.49 16.56 £19.72 14.01 £0.72 0.32 £0.04 -9.28 £0.21
12.71 £0.65 21.04 £35.40 13.70 £ 0.64 0.21 +0.04 -8.85 £ 0.31
1342 £ 0.66 21.64 £35.46 1452 +0.65 0.14 £0.04 -9.20 £ 0.31

MAE = Mean Absolute Error in HR estimation (Beats/Min), RMSE = Root Mean Square Error in HR
estimation (Beats/Min), MAPE = Mean Percentage Error (%), p = Pearson Correlation in HR estimation, SNR =
Signal-to-Noise Ratio (dB) when comparing predicted spectrum to ground truth spectrum.

Table 9: Training with Pseudo Labels. For the supervised methods we show results training with
the (entire) BP4D+ [27] dataset, using POS [32] derived pseudo training labels.

Training Set BP4D+ [27] with POS Pseudo Labels
Testing Set UBFC-rPPG [23]
Metric (£ Std. Err.) MAE| RMSE | MAPE| pT SNR 1
Supervised
TS-CAN [7] | 4.69 + 1.88 13.04 + 100.15 4.51 £ 1.65 0.78 £0.10 0.01 + 1.27
PhysNet(Normalized) [0] | 1.78 £ 0.67 4.68 = 11.94 1.92+0.72 0.96 £+ 0.04 1.24 + 1.08
DeepPhys [35]] | 2.74 £ 0.96 6.78 £27.43 2.81 £091 0.93 +0.06 -0.22 4+ 1.33
EfficientPhys-C [36] | 2.43 +1.29 8.68 + 67.51 2.52 £+ 1.20 0.90 £ 0.07 0.39 + 1.27
Training Set BP4D+ [27] with POS Pseudo Labels
Testing Set PURE [24]
Metric (+ Std. Err.) MAE| RMSE | MAPE| pT SNR 1
Supervised
TS-CAN [7]]1.29 £ 0.76  6.00 £33.74 1.60+0.86 0.97 £0.03 8.61 +1.02
PhysNet(Normalized) [6] [ 3.69 + 1.46 11.79 £ 64.42 7.35+3.01 0.88£0.06 8.33 £+ 0.06
DeepPhys [35] | 2.47 £ 1.41 11.11 £93.02 249+ 1.21 0.89 £ 0.061 7.32 £ 1.09
EfficientPhys-C [36] | 3.59 £+ 1.84 14.55 + 135.51 3.27+1.50 0.80 +£0.08 7.48 + 1.15

MAE = Mean Absolute Error in HR estimation (Beats/Min), RMSE = Root Mean Square Error in HR
estimation (Beats/Min), MAPE = Mean Percentage Error (%), p = Pearson Correlation in HR estimation, SNR =
Signal-to-Noise Ratio (dB) when comparing predicted spectrum to ground truth spectrum.
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Table 10: Full 3-Fold Multitasking Results. For the BigSmall [41] method we show the full 3-fold
results for multi-tasking PPG, respiration, and action unit classification; training and evaluating on

the BP4D+ [27]] (AU subset) dataset, using POS [32] derived pseudo training PPG labels.

Training Set BP4D+ [27|]
Testing Set BP4D+ [27]]
Fold Fold 1 Fold 2 Fold 3
Heart MAE| | 424+0.73 291 +£0.49 2.54+0.48
(Metric + Std. Err.]) RMSE] | 10.76 +33.20 | 7.26 +13.90 | 7.06 + 16.67
MAPE| | 4.55+0.74 322+0.53 2.75 £ 0.49
ot | 0.68 + 0.05 0.90 4+ 0.03 0.91 +0.03
SNR1T | 3.85+0.69 6.27 £ 0.67 6.53 £ 0.63
Respiration MAE| | 5.28 £0.31 4.96 £+ 0.33 5.34 4+ 0.35
(Metric + Std. Err.]) RMSE| | 6.74 +4.38 6.67 +£4.96 7.18 £5.12
MAPE| | 2441 +1.55 | 2530+2.08 | 29.14 £2.72
pT | 0.15+0.07 0.16 £0.72 0.12 +£0.07
SNRT | 7.69 + 0.64 10.53 £0.75 9.34 + 0.64
Facial Action (AU) AUOI | 18.62 11.04 | 18.88 11.34 | 2432 1643
(F11, Prec.1) AUO02 | 20.76 12.73 | 18.28 10.89 | 1546 9.07
AUO4 | 12.57 8.08 | 11.48 7.85 | 1443 8.63
AU06 | 66.73 66.58 | 64.71 61.09 | 76.44 79.20
AUO07 | 74.86 78.68 | 70.08 75.10 | 75.58 86.34
AUI0 | 74.92 77.32 | 70.09 74.48 | 82.09 90.34
AU12 | 72.69 70.79 | 67.75 68.54 | 80.96 88.02
AU14 | 67.21 72.84 | 70.18 69.11 | 66.73 70.93
AU15 | 22.56 1391 | 22.33 13.38 | 29.64 22.13
AU17 | 2577 18.01 | 20.95 12.45 | 38.17 28.06
AU23 | 34.64 27.41 | 3421 24.19 | 40.68 28.76
AU24 | 7.00 3.71 10.70  6.20 | 19.03 10.81
Facial Action (AU) Fi11 41.53 39.97 46.96
(Metric Mean) Prec.t 36.42 36.22 44.89
Acc. (%)1 61.91 62.42 72.83

For HR estimation, MAE = Mean Absolute Error, RMSE = Root Mean Square Error, MAPE = Mean Percentage
Error (%), p = Pearson Correlation, SNR = Signal-to-Noise Ratio (dB) when comparing predicted spectrum to
ground truth spectrum. For AU classification F1 = harmonic mean of precision and recall, Prec. = precision,
Acc. = accuracy.
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10 UBFC-Phys Video Exclusion

For evaluation of the UBFC-Phys [28]] dataset in our main paper and by default in our toolbox, we
utilized all three tasks and the same subject exclusion, or conversely sub-selection, list provided by
the authors of the dataset in the second supplementary material of their paper [28]]. Based on the
aforementioned supplemetary material, we eliminated 14 subjects (s3, s8, s9, s26, 528, s30, s31, s32,
833, s40, s52, s53, s54, s56) for the rest task (T1), 30 subjects (s1, s4, s6, s8, s9, s11, s12, 513, s14,
s19, s21, s22, s25, s26, s27, s28, s31, s32, s33, s35, s38, s39, s41, s42, s45, s47, s48, s52, s53, s55)
for the speech task (T2), and 23 subjects (s5, s8, 9, s10, s13, s14, s17, s22, 525, 526, s28, s30, s32,
s33, s35, 837, s40, s47, s48, s49, s50, s52, s53) for the arithmetic task (T3).

In our toolbox, video exclusion is achieved using dataset filtering criteria specified in the config file.
Specifically, an exclusion list or a task selection list can be provided to respectively exclude videos
from being included or to select specific tasks as a part of a dataset.

11 Multitasking Training and Evaluation Details

To show how this toolbox may be extended for physiological multitasking, we implement BigS-
mall [41] a model that multitasks PPG, respiration, and facial action. Here we reiterate information
from [41]], with slight modifications, for clarification.

11.1 Cross Validation Subject Folds

Fold 1: FO03, FO04, FO05, FO06, FO09, FO17, F022, F028, F029, F031, F032, FO33, F038, F044,
F047, F048, F052, FO53, FO55, FO61, F063, FO67, FO68, FO74, FO75, FO76, FO81, M003, MO00S,
MO006, M009, M012, M019, M025, M026, M028, M031, M036, M037, M040, M046, M047, M049,
MO51, M054, M056.

Fold 2: FOO1, FO02, F008, FO18, F021, F025, F026, FO35, F036, FO37, F039, F040, F041, F042,
F046, F049, F057, FO58, F060, F062, F064, FO66, FO70, FO71, FO72, FO73, FO77, F082, M001,
MO002, M007, M013, M014, M016, M022, M023, M024, M027, M029, M030, M034, M035, M041,
MO042, M043, M048, MO055.

Fold 3: FOO7, FO10, FO11, FO12, FO13, FO14, FO15, FO16, FO19, F020, F023, F024, F027, F030,
F034, F043, F045, FO50, FO51, FO54, FO56, F059, FO65, F069, F078, F079, FO80, M004, MO0O08,
MO010, MO11, M015, M017, M018, M020, M021, M032, M033, M038, M039, M044, M045, M050,
MO052, M053, M057, M058.

11.2 AU Subset

The AU subset used for model training and evaluation (in this toolbox) is made up of dataset subset
which contains action unit labels. This consists of approximately 20 seconds worth of data from the
following tasks for each subject: T1, T6, T7, T8.

11.3 Subject Fold Splits

[41] is evaluated using 3 fold cross validation, where the folds are comprised of trials from mutually
exclusive subjects in the dataset. These subject-wise folds are outlined below.

12 Additional Features

12.1 Pre-processed Data Visualization

Pre-processing is an important aspect of the rPPG task that we hope to help standardize using our
toolbox. It is advantageous to be able to quickly visualize and visually evaluate pre-processed image
data and ground truth signals. Image data in particular can be especially useful to observe in order
to inspect the effectiveness of out-of-the-box face detection and cropping techniques used in our
toolbox, and to ultimately get an idea as to how much of the face region is visible in a given video.
We provide simple Jupyter Notebooks for quickly visualizing image data and ground truth signals
pre-processed by our toolbox. Further details regarding these notebooks can be found in our GitHub
repo and the associated README.
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12.2 Training Loss, Validation Loss, and Learning Rate Visualization

The rPPG-Toolbox assumes certain defaults across most config files for supervised methods, including
a default learning rate of 0.009 used alongside the Adam [38]] or AdamW [39]] optimizers, a criterion
such as mean squared error (MSE) loss or Negative Pearson Correlation Loss, and the 1cycle learning
rate scheduler [40] are utilized for training. An exception is with BigSmall [41]], which uses a default
learning rate of 0.001 that remains constant throughout training. It can be valuable to visualize
losses such as those involved in training or validation phases. Furthermore, it may be useful to
simultaneously visualize the learning rate, especially when users stray from the defaults in order to
target an optimal set of training, validation, and testing parameters for their research efforts. The
toolbox’s configs contain parameters that enable the visualization of the training loss, validation loss,
and the learning rate for any given supervised method.

12.3 Bland-Altman Plots

We provide Bland-Altman plots as an additional metric in the rPPG-Toolbox. Users can enable the
plots via an evaluation parameter in the config file, and will be given further options to configure the
plots as the toolbox is refined and expanded. For more details, please refer to the GitHub repo and
the associated README.

12.4 Motion Analysis

We also provide scripts that leverage OpenFace [44] for extracting, visualizing, and analyzing motion
in rPPG video datasets. Specifically, we include a Python script to convert datasets into the .mp4
format for subsequent analysis by OpenFace, a shell script that leverages OpenFace to perform both
rigid and non-rigid head motion analysis, and a separate Python script that plots exemplar plots that
showcase comparisons of motion between different datasets. Further details can be found in our
GitHub repo and the associated README.
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