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ABSTRACT
Text messaging-based conversational agents (CAs), popularly
called chatbots, received significant attention in the last two
years. However, chatbots are still in their nascent stage: They
have a low penetration rate as 84% of the Internet users have
not used a chatbot yet. Hence, understanding the usage pat-
terns of first-time users can potentially inform and guide the
design of future chatbots. In this paper, we report the findings
of a study with 16 first-time chatbot users interacting with
eight chatbots over multiple sessions on the Facebook Mes-
senger platform. Analysis of chat logs and user interviews
revealed that users preferred chatbots that provided either a
‘human-like’ natural language conversation ability, or an en-
gaging experience that exploited the benefits of the familiar
turn-based messaging interface. We conclude with implica-
tions to evolve the design of chatbots, such as: clarify chatbot
capabilities, sustain conversation context, handle dialog fail-
ures, and end conversations gracefully.
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INTRODUCTION
Today, personal smart devices come pre-loaded with Conver-
sational Agents (CAs) such as Siri, Google Assistant, and
Alexa. To the companies designing these CAs, and more
importantly to the users interacting with them, the shared an-
thropomorphic goal is clear: talking to a CA should feel like
talking to a fellow human [17, 33]. Based on the interaction
modality, CAs can be categorized into speech-based CA (e.g.,
Siri, Alexa), text-messaging based CA (e.g., Google Assistant,
Messenger bots), and multimodal CA. The first CA was a text-
messaging based agent, called ELIZA emerging in 1966 [44].
Such turn-based, messaging-based CAs are popularly called
chatbots. Chatbots received significant attention beginning in
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2016 [18], with the idea that users can ‘text’ intelligent agents
of businesses, just as they text their friends and family using
their mobile devices. Technology companies have raced to
deploy platforms for developing such chatbots with built-in
natural-language capabilities (such as Facebook Messenger,
IBM Watson Conversation, and api.ai). Consequently, a large
number of chatbots have been developed recently – e.g., over
100,000 have been created just on the Facebook’s Messenger
platform alone [23] – for varied use-cases ranging from pizza
ordering (Domino’s) to shopping (Burberry), from connect-
ing like-minded humans (Chatible) to flight booking (Kayak),
and from chit-chatting (Pandorabots) to reading news (CNN).
Developers are moving from app-first design – where each
app comes with its own interface, thus incurring a small learn-
ing curve – to a chatbot-first model, which uses the already
familiar messaging interface [21].

In spite of this growth, the adoption of chatbots is still in its
nascent stage, as a majority of users are first-time chatbot
users; 84% of the Internet users have not used a chatbot yet
[25]. Hence it is crucial to understand the interaction pattern
of first-time chatbot users to inform and guide the design
of future bots. While the HCI community has studied how
conversational agents are used in different settings [27, 28, 30,
31, 33, 42], none of them focuses on first-time chatbot users.
Studying first time users can be more insightful compared to
experienced users who might have grown accustomed to the
limitations of chatbots and learned to adapt around them.

Towards this goal, in this paper, we study the experience of
sixteen first-time chatbot users interacting with a curated list
of eight chatbots on the Facebook Messenger platform. We
chose Messenger as it hosts the maximum number of chat-
bots [18] and is the second-most popular text-messaging app
[40]. For our analysis, we combined qualitative findings from
the semi-structured interviews with the quantitative findings
from ∼10,000 messages that the participants exchanged with
the chatbots. Our findings indicate that the participants pre-
ferred chatbots which provided either a ‘human-like’ natural
language conversation ability, or an engaging experience that
exploited the familiar turn-based messaging interface. Fur-
thermore, we identify key implications on the design of chat-
bots and the design of messaging interface provided by the
chatbot-hosting platform. Chatbot designers should ensure
that chatbots understand and sustain conversation context, pro-
vide a clear and ongoing indication of the chatbot capabilities,
engage in small talk, indicate when the chatbot fails to perform
a task, and end a conversation gracefully.
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RELATED WORK
The term ‘Conversation Agent’ has come to mean a wide vari-
ety of systems with varying capabilities and purposes, with the
underlying assumption that the agent participates in a human-
machine dialog. Licklider’s ‘Man-machine symbiosis’ [32]
was one of the earliest discourses from an HCI perspective
that visualized humans interacting with machines in a nat-
ural manner. Research in conversation agents started with
messaging-based chatbots, whose purpose was to maintain
a conversation with a human user. Indeed, naturalness was
the most important metric for evaluating chatbots. In 1990,
the Loebner Prize was instituted as an annual competition to
award the most human-like chatbot.

The first chatbot emerged in 1966 from MIT, called ELIZA
[44], which emulated a Rogerian psychotherapist. ELIZA
worked on simple declarative rules: if a certain keyword was
identified in the user text, it responded with one or more pre-
defined outputs. Subsequently, in the latter chatbots, the rules
used for both natural language understanding and natural lan-
guage generation were enriched. Ontologies were used to
represent word meanings, reasoning was used to identify user
intent, and memory was used to continue a contextual dialog
[15, 38, 45, 47]. The notable follow-up chatbots included
MegaHAL [26], ALICE [1], and Elizabeth [39]. Recent exam-
ples from the Loebner winners are Mitsuku [2] and Rose [3].
Popular chatbots that have recently emerged from the industry
are Xiaoice, Tay and Zo from Microsoft.

In the last decade, conversational agents started focusing more
on utility, with the goal of accomplishing specific task(s).
Anthropomorphism, when it exists, seeks to augment the effi-
ciency of the task-solving process. Nowadays, conversational
agents range across several modalities, including speech (such
as Siri, Alexa, Cortana), text-messaging (such as Domino’s,
CNN, Pandorabots, Burberry, etc. found on Messenger, Slack,
and/or Skype platform), and as multimodal embodied agents.
Embodied CAs have a graphical front-end as opposed to a
robotic body, and attempt to be human-like by employing
non-verbal behaviors, such as gestures and expressions, in
addition to speech [13, 29]. Embodied agents are yet to reach
the wider population. On the other hand, the ease of develop-
ment, familiarity of use, and the privacy afforded by purely
messaging-based agents has ensured that most development
efforts have centered on building conversational agents with
no provision for gestures or speech. This paper focuses on
such text-messaging based CAs, called chatbots.

Evaluating Conversational Agents
Recent works [28, 30, 31, 33, 42] evaluated CAs from an
HCI perspective. Luger and Sellen [33] evaluated speech-
based CAs that act as virtual personal assistants, specifically,
user interactions with Siri, Google Now and Cortana. They
found that users restrict their usage to simple tasks such as
setting alarms or reminders. In their study, the principle use-
case of speech-based CAs turned out to be enabling hands-
free interactions that save time [33]. One of their central
findings is participants complaining about the inaccuracies
in speech-to-text conversion. Similarly, Jiang et al. [28]
evaluated different tasks in Cortana, a speech-based CA, and

found major issues with the quality of speech recognition and
agent’s intent classification.

In contrast to the speech-modality of the studied CAs, chatbots
have text-modality with very different user expectations and
interaction patterns, which is the focus of this paper. Thies et
al. [42] conducted a Wizard-of-Oz study with 14 participants
to understand chatbot personalities that are most compelling to
young, urban users in India. They simulated interactions with
three hypothetical chatbots with varying personalities. Partic-
ipants wanted a chatbot which can add value to their life by
making useful recommendations, endowed with a sense of hu-
mor, while being reassuring, empathetic and non-judgmental
[42]. Thus the paper shows that users have very high expec-
tations from chatbots. However, it lacks insight on how well
these expectations are met by the current chatbots. Liao et
al. [30, 31] studied deployment of a Human Resource (HR)
chatbot in a workplace environment. Apart from functional
usage, they found participants getting involved in playful in-
teractions with the chatbot, which are rich signals to infer user
satisfaction with the chatbot.

Our work differs significantly from the above as we study
chatbots on the Messenger platform where the input is limited
to text or button entry. Furthermore, our study captures user
interactions with a wider variety of chatbots built specifically
for different domains and hence equipped with differing capa-
bilities. Finally, participants in [28, 33] studies were ‘regular’
users of speech-based CA, participants in Liao et al. [30, 31]
studies were new office joining employees, and participants
in Thies et al. [42] were in a single-session controlled lab
study, while we focus on studying the real-world experience
of first-time chatbot users over multiple sessions. While Liao
et al. [31] is the closest to our work; they study a single CA -
an HR bot installed on a company-wide IM tool. In contrast,
we study 8 different chatbots across domains on the Messenger
platform, and exclusively work with first-time chatbot users.

In summary, the literature on CAs has largely focused on the
AI and natural language challenges. The few studies from an
HCI perspective primarily focus on speech-based CAs, and
do not evaluate the experience of using the currently available
text-based chatbots in the industry. Particularly, there is no
existing study that attempts to characterize the first-time user
experience of interacting with chatbots. With the recent pro-
lific deployment of chatbots, it becomes imperative to conduct
a study to understand this experience.

STUDY DESIGN
To study user interaction with chatbots, we chose a set of
chatbots that are representative of the diverse use-cases of
chatbots. This section describes our choice of chatbots and
participants, and further continues with the study procedure.

Chatbots
Several messaging platforms (such as Facebook Messenger,
WeChat, Kik, Slack, Telegram and Skype) support chatbots.
In addition, there are individual chatbots, such as Google As-
sistant, Microsoft Zo, etc. When confronted with the choice
amongst these for the study, we applied three guiding princi-
ples: (a) the study would focus on a single platform so as not to
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confound the comparisons across chatbots with platform varia-
tions, (b) the platform must be familiar to the users, and (c) the
platform must have received significant developer interest as
evidenced by its chatbot catalog. Facebook Messenger was the
clear choice. Users are familiar with the platform as it is the
second most popular messaging platform [40] after WhatsApp
(which does not as yet support chatbots). Also, it has been
the favorite platform amongst developers with over 34,000
chatbots as of Nov 2016 [19]. Thus, our study exclusively
focuses on chatbots on the Messenger platform.

The aim of the chatbot selection process was to select a set of
chatbots on the Messenger platform with which a new user
is most likely to interact. We started the selection process by
considering the top 100 Messenger chatbots listed on Chatbot-
tle [4]. In 2016, Chatbottle was the only search engine and
ranking provider of Messenger bots. Based on the chatbot
descriptions, we identified eight major domains: News, Travel,
Shopping, Social, Game, Utility, Chit-chat, Entertainment.
For each of these domains, we selected the highest rated chat-
bot (using the rating from the Chatbottle [4] website), while
ensuring that the chatbot has received more than 1000 likes
on Facebook and the chatbot is functional in India, as the par-
ticipants and authors of this study were based in India. Thus,
we selected chatbots that are popular and diverse. (Note: As
chatbots and their rankings are continuously evolving, we only
considered the state of the chatbots and their ratings in Nov
2016). The selected chatbots are described in Table 1.

Participants
In order to understand users first-time experience interacting
with chatbots, we recruited individuals with no prior experi-
ence with chatbots. Regular chatbot users might have been
accustomed to chatbots’ limitations and would have learned
to adapt. As participants were not compensated to participate
in the study, we recruited individuals with strong intrinsic
motivation to explore and experience chatbots as a new tech-
nology. Hence, we ensured these requirements were fulfilled:
(a) the participant must be an avid Messenger user, using it
at least once every 4 hours, and (b) the participant must be a
technology-enthusiast, using phone, tablet, and/or laptop for
10+ hours a day. Also, the participant must be based locally
for face-to-face interviews. To recruit participants, we used
word-of-mouth and snowball sampling. Prospective partici-
pants were asked to fill out a questionnaire. In a week, we
received 31 responses to our questionnaire, out of which 16
fulfilled our criteria.

Sixteen participants (10 male and 6 female, mean age of 32.1
years, sd=6.9, age range 23-45 years) were recruited. Ten
of them had an engineering background, and the remaining
six of them were from non-technical backgrounds, including
operations, finance and social sciences. Most participants
were young technology enthusiasts. While this is a very spe-
cific sample from the general population, the participants ad-
equately represent technology early adopters who will likely
constitute the majority of chatbot users in the near future. All
of them understood chatbots at a conceptual level but had no
prior experience with them. All of them had a Bachelor’s or
higher degree. None of them were native English speakers,

but rated themselves to be fluent in English. Participants self-
reported an average 11.8 hours (sd=1.3) of daily computer and
phone usage. Ten of them reported using Messenger every
hour of the day, while the rest reported using it every four
hours daily. All of them reported themselves to be frequent
readers of tech-related news articles, spending on an average
0.5 hours (sd=0.2) every day.

Procedure
During the first face-to-face meeting with the study facilita-
tor, participants were informed about the definition of chatbot
with a few generic examples and the goal of the study. Partici-
pants were provided with a list of 8 chatbots (Alterra [5], Call
of Duty [6], chatShopper [7], CNN [8], Hi Poncho [9], Pan-
dorabots [10], Swelly [11], Trivia Blast [12]) in a randomized
order to counteract order effects. They were asked to interact
with each chatbot for at least 3-5 minutes daily for the next
three days. The facilitator sent each participant a personalized
daily reminder on Messenger. The reminder consisted of web
links, which opened a direct conversation with the chatbot on
Messenger. The participants were not instructed on how to
interact with the chatbots, what the chatbots were about, or
what kind of tasks to perform using the chatbots. This was
done to encourage exploration and open-ended usage of the
chatbots, to capture a range of perspectives. Instead of ask-
ing participants to perform specific tasks with each bot which
has been found to be insufficient for chatbot evaluation [28,
36], we chose an exploration-based study because of these
three reasons: (a) first-time users tend to explore which in turn
can help to understand their learning curve, (b) we did not
want to bias or influence participants’ first interaction with the
chatbots in any manner, and (c) with exploration, participants’
opinions would not form based on the particular tasks that they
were asked to do, thus exploration has potential to provide
varying observations across participants.

After the three days of interaction with the chatbots, the partici-
pant had a face-to-face semi-structured interview with the facil-
itator. Interview questions sought to elicit participants’ under-
standing of the chatbots, their perceived benefits/limitations,
any interesting conversations and/or experiences, and areas
for improvement. The interview durations ranged from 40-60
minutes. At the start of the interview, participants were asked
to rank the chatbots and rate them with respect to different
metrics, including learning curve, frustration level, and fun to
use [24]. All the interviews were conducted in either the par-
ticipants’ office or home. The interviews were voice-recorded
after receiving permission from the participants, and later tran-
scribed in English. At the end of the interview, a copy of the
chat log (in HTML files) was downloaded by the facilitator
after taking participants’ permission to use it only for research
purposes. It should be noted that no keyloggers were used
for this study. This is for two reasons: privacy concerns, and
freedom to switch between devices. Pre-study demography
questionnaire, chat log files, post-study rating questionnaire,
and interview transcripts, were used in our data analysis.

QUANTITATIVE DATA ANALYSIS
In this section, we present the quantitative analysis of the chat
logs. The analysis shows that the participants were engaged
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Table 1: Description of the selected eight chatbots for the user study.

Chatbot Domain Description (in their own words, or *from https://chatbottle.co)
Alterra Travel Hi! I’m an AI travel agent. I can book flights and book hotels. If you haven’t decided where to go I can give you vacation

ideas, and tell you what to see there.
Call of Duty Entertainment *Experience the excitement of Call of Duty like never before.
chatShopper Shopping Hi, I’m Emma, your personal shopping chatbot. I can search for fashion items, shoes & accessories.
CNN News Chat with me for the news as it unfolds. I’ll send you top stories every day, or you can ask me about a topic that you want

to learn more about.
Hi Poncho Utility Hi, I’ll give you a personal weather forecast that will make you smile, whatever the weather.
Pandorabots Chit-chat Hi, I’m Mitsuku! *You need never feel lonely again! Mitsuku is your new virtual friend and is here 24 hours a day just to

talk to you. She learns by experience, so the more people talk to her, the smarter she becomes.
Swelly Social *Vote for cool stuff and help other people with their daily decisions. A swell contains a question and 2 options. A or B?

High Heels or Sneakers? Hot or Not? Start voting!
Trivia Blast Game *Trivia Blast is the new quiz game to play with the bot or between friends.

throughout the study, as hinted by their high level of partic-
ipation. In total, participants and chatbots exchanged 9968
messages interacting for 25 hours (Figure 1a, 3) across 379
sessions. Six participants predominantly used the chatbots on
their phone, one on her tablet, and nine on their laptop.

Conversational agents are usually evaluated using three mea-
sures – Task Completion Rate (TCR), Number of Turns, and
Total Time [43]. TCR is not relevant for our study, as partic-
ipants were not asked to complete any specific task with the
chatbots. Number of Turns is defined as the number of mes-
sages exchanged between the user and the bot, and we refer
it as ‘Message Count’. Message Count and Total Interaction
Time are indications of how effectively the chatbot can engage
a user. Also, from an HCI perspective, we explore the types of
interactive elements constituting the message. Hence we focus
on Total Interaction Time, Message Count, and Interactive El-
ements in this section. We conducted a mixed-model analysis
of variance – on the total interaction time, total number of
messages exchanged between the chatbots and participants,
total chatbot message count, total participant message count,
and average character length per message – treating Chatbot
as a fixed effect and participant as a random effect.

Total Interaction Time
Over the course of the study, the time spent by a participant
interacting with the chatbots was 93.5±53.9 mins, and the
number of sessions was 23.7±5.6. For the total time of inter-
action, no significant main difference was found among the
chatbots (F7,103=1.77, p=0.1) (Figure 3). This hints that the
participants spent similar amounts of time with each of the
chatbot as the study facilitator instructed. Figure 3 shows time
spent by the participant with each chatbot, and a session-wise
split of duration. Interestingly, only with Pandorabots and Hi
Poncho, the participants interacted for four or more sessions.
In Hi Poncho, it was mostly chatbot-initiated in the form of
weather notifications, while with Pandorabots, it was always
participant-initiated interaction.

Message Count
Out of the total 9968 messages, 65.8% of messages were by
the chatbots and 34.2% by the participants. The ANOVA
test showed a significant main effect of Chatbot on the total
messages exchanged between the chatbot and the participant
(F7,103=3.93, p<0.0001) (Figure 1a). This means that although

the participants spent similar amount of time with each chat-
bot, the total count of messages exchanged significantly varied
across the chatbots. This prompted us to investigate pairwise
differences. We employed Tukey’s HSD procedure to address
the increased risk of Type I error due to unplanned compar-
isons. We found that the number of messages exchanged with
Pandorabots and Trivia Blast were significantly higher than
chatShopper and CNN (p<0.01). This may be due to the fact
that Pandorabots falls in the Chit-chat domain. Its known that
users tend to chat more with a conversation partner, rather than
a human assistant [41]. In the case of CNN, the news article
opens up in a new browser window (leaving the Messenger
interface), hence limiting the interaction with the chatbot.

With respect to chatbot-only message count, we found that
Call of Duty was significantly higher than chatShopper
(p<0.01) and CNN (p<0.01), with 78% of the Call of Duty
total messages comprising of chatbot messages (Figure 1b).
This may be because Call of Duty is verbose, and continues
with the game story regardless of human input. The count of
participant messages to Pandorabots was significantly higher
than Alterra, Call of Duty, chatShopper, CNN and Hi Poncho
(p<0.01) (Figure 1b). This may be because Pandorabots is
a chit-chat bot, and requires minimal mental effort (as in the
case of texting a friend).

Interactive Elements
We analyzed the composition of chatbots’ messages (Fig-
ure 2a) and participants’ messages (Figure 2b). Pandorabots
lacked interactive elements (Figure 2) as it is a completely
text-based chatbot, while Trivia Blast (Figure 2a) was predom-
inantly click-based. In Messenger, human input was limited
to text messages or button clicks (Figure 2b). As no key log-
gers were used, only the button presses that resulted in input
text (e.g., Figure 4, ‘book hotels’ button) were logged and
hence considered in the analysis. Other button presses such as
buttons which disappear after selection (e.g., Figure 5, ‘auto-
suggestion buttons’) or buttons that lead to external websites
(e.g., Figure 4, buttons as part of ‘carousel’) could not be
counted. Overall, participants typed 43,844 characters (max-
imum 35.3% on Pandorabots followed by 20% on Alterra).
The average number of characters typed by the participants
per message showed a significant main effect for Chatbot
(F7,103=11.4, p<0.0001). On Alterra and CNN participants
typed significantly more number of characters per message
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Figure 1: (a) Top: Total chat mes-
sages exchanged; (b) Bottom: Divi-
sion of those messages among chat-
bots and participants.
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Figure 2: (a) Top: Content of the
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the participant per chatbot.

than Call of Duty, Swelly and Trivia Blast (all p<0.01). This in-
dicates that Alterra (23.5±19.5 characters/message) and CNN
(21.7±26.4) needed longer text input as in a search query,
while Call of Duty (13±10.1), Swelly (9.2±7.6) and Trivia
Blast (12.7±9.9) were predominantly click-based.

Chatbot messages comprise of several interactive and rich
media elements (Figure 2a). 70.1% of messages comprises of
only text. The character count per chatbot message response
was highest for CNN (84.3±60.2), closely followed by Hi
Poncho (79.4±55.1) and Call of Duty (73.8±38.1), and lowest
for Pandorabots (41.9±38.7). This hints that a few chatbots
were verbose in their response, which participants complained
about (specifically Call of Duty). After ‘text’, the second most
common chatbot message content was ‘carousel’ (Figure 4),
constituting of 14.5% messages (Figure 2a). We define seat as
an UI element that comprises of an image with a header and
1-3 buttons below the image. Messenger provides a way to
combine multiple such seats to form a horizontal scrollable
carousel (Figure 4). Carousels were extensively used to show
news in CNN, quiz questions in Trivia Blast, and shopping
items in chatShopper.

FINDINGS: QUALITATIVE DATA ANALYSIS
In this section, we discuss the comments made by the par-
ticipants on their experiences with the chatbots as recorded
during the face-to-face semi-structured interviews, followed
by the chatbot ratings collected in the post-study questionnaire.
The interview coding and analysis was done in an iterative
fashion. Three of the co-authors met as a group to explore the
data. Each interview transcript was projected on a large screen

and discussed to identify interesting comments. In total, 957
comments were identified, which were coded iteratively. The
three co-authors met multiple times as a group to refine and
coalesce the initial 49 codes into 4 high-level themes represen-
tative of the data – functionality, conversational intelligence,
personality, and interface.

The purpose of this study was not to compare the different
chatbots; however, most participants’ comments were chatbot-
specific, as each chatbot was very different in its capability
and domain. Thus, at the end of each theme, we provide a
summary generalizing the bot specific comments. Note: Pi,j
refers to a comment by participant i for the chatbot j.

Functionality
The first theme that emerged concerns the functionality of a
chatbot. In other words, did the chatbot do what it is sup-
posed to do, and if so, how good was it? Fourteen participants
praised at least one chatbot for successfully accomplishing
its primary task. Participants defined primary task as the task
stated as part of the chatbot description. P8 liked Trivia Blast
as it helped him pass time during commute. However, for
CNN, participants complained that it “shows mostly old stale
news” - P9,CNN, and “It doesn’t even understand weather, Pak-
istan, migrations... doesn’t work at all” - P13,CNN. Participants
commented extensively about the subjective utility of the pri-
mary task. Participants found a few chatbots to be not useful,
either because those chatbot domains were not useful for their
specific use cases, or the chatbots were found lacking com-
pared to their website/app counterparts. For instance, P11 was
not interested in video games, hence she didn’t like Call of

Session 18: Interacting with Conversational Agents  DIS 2018, June 9–13, 2018, Hong Kong

899



Button

Carousel

User Button 
Press

Bot Text

User Text

Figure 4: Alterra chatbot showing different UI elements

Auto-suggestion ButtonsMenu Button

Figure 5: CNN chatbot showing different UI elements

Duty. Participants mentioned that for certain domains, such as
news and utility, chatbots are a good fit. “News by bot makes
sense, though CNN ain’t good.” - P12,CNN.

Comparing these chatbots with existing alternatives, includ-
ing websites, phone apps, and search engines, to accomplish
the same task was a constant theme across participants. P10
praised Swelly as an “awesome idea” as there is no alternative,
“I can’t google for opinions”. However, participants mentioned
that flight-booking websites are better than Alterra, as “I can
quickly browse through hundreds of flights” - P2,Alterra. This
again relates back to the domain of the chatbot, as certain
domains which requires choosing from a large number of
available options (such as shopping) are less suited for a chat-
bot interface, compared to domains requiring specific answers
(such as news, weather).

As the participants were interacting with eight chatbots at the
same time, they intrinsically compared them against each other,
and hence were setting the threshold of acceptable failure for
each chatbot, not only based on alternatives, but also based
on their simultaneous experience with the other bots. Partici-
pants appreciated chatbots which were able to perform “tough”
tasks, where they initially expected the chatbot to fail, thereby
exceeding their expectation. For Hi Poncho, P15 expected it to
just provide weather information based on the location input,
however found “It worked even for ‘rain in Bangalore’, ‘hiking
in London’, ‘umbrella in Seattle’. It just works!”. Similarly,
P1 liked Alterra: “It was able to understand ‘second Sunday
of march’, we can’t do (that) on a website”.

When the chatbots did not fulfill their expected functionali-
ties or did not behave as expected, participants started doubt-

ing and blaming themselves, such as “maybe I don’t know
how to use it? or how to properly communicate with it?” -
P3,Call of Duty. This is consistent with Norman’s theory of “hu-
man error” [34]. Three participants showed these traits, and
instead of resolving their problems, all of them abandoned the
specific chatbot completely. When the researcher explained
the specific chatbot purpose to the participants during the inter-
view, the participants were surprised and wanted the chatbot to
“clearly specify it in their description”. Finally, a few partici-
pants complained that some basic functionalities were missing
from the chatbots. “CNN should understand simple search
query, and provide latest relevant news”-P13,CNN. At other
times, participants were not aware of the existence of certain
functionalities. For instance, eight participants did not realize
that even they can post questions to Swelly which other Swelly
users will answer.

Summary: A chatbot must accomplish its primary task, and
must outperform its existing website, app, or search engine al-
ternatives by offering diverse and/or enhanced functionalities.
Moreover, chatbots must communicate their functionalities to
the users, and check for domain suitability.

Conversational Intelligence
The second theme revolved around the “brain” of the chat-
bot, i.e., its ability to converse intelligently. This represents
participants’ interest in the quality of the conversation over
and beyond mere functionality. The most common comments
were related to a chatbot’s understanding of the input text.
Participants considered this as an important criterion to de-
termine whether its a “chatbot” or not. For Call of Duty,
Trivia Blast and Swelly, multiple participants commented that
it is “not a chatbot, as (it) can’t chat” - P9,Trivia Blast. The ma-
jor complaint with the Call of Duty chatbot was that it was
“completely scripted”, and ignores the user input text. Most
participants got annoyed by it, as evident from the ratings
(Figure 6). Pandorabots delighted several participants with its
natural language understanding as it was able to understand
and respond appropriately to most conversations: “It is as
good as talking to a human” - P9,Pandorabots. “It answers like
my spouse” - P1,Pandorabots. Five participants tried to “break the
(intelligence of) Pandorabots”, similar to [42], which might be
one of the reasons for maximal interaction with Pandorabots
(Figure 1a, 3). Participants expected other chatbots which have
basic “keyword-understanding” (such as Alterra, chatShopper)
to have “human-like” conversational abilities. Six participants
also mentioned that Alterra, chatShopper and Hi Poncho do
not understand statements with negation, “I asked for not red
shirts, and she started showing me red shirts” - P5,chatShopper.

Participants discussed how chatbots handle such failures with
regards to understanding users’ text or finding a suitable re-
sponse. A few participants wanted the chatbot to cover-up
with a smart response, while others wanted it to admit that it
failed. P9 asked chatShopper for “eye-liner” and it responded
with socks instead. P9 wanted the chatbot to admit its failure
and respond with a “big NO, the very first time... clearly stat-
ing which products she can help me with”. Four participants
were pleasantly surprised by Pandorabots ability to cover-up
its lack of knowledge by providing smart responses. P8 asked,

Session 18: Interacting with Conversational Agents  DIS 2018, June 9–13, 2018, Hong Kong

900



“among the US 2016 presidential candidate, who is more pop-
ular?”, to which Pandorabots responded, “The one who has
the greatest number of fans and friends.”

Participants were impressed with chatbots that continued a
conversation by retaining conversational context. For instance,
P1 mentioned that she was “super happy to use it (chatShop-
per)” because chatShopper was able to follow up on her query
of “shoes”, followed by “in red”. Similarly, P10 highlighted
that Pandorabots was able to understand and retain context
even in a complex conversation - “I told Pandorabots that X is
my friend and Y is his wife. Later I asked her, who is Y, and
she correctly said X’s wife!” A few participants mentioned
that they found mismatch between the chatbot’s real context
versus their assumption of the chatbot context. “I wasn’t sure
if the bot understood ‘brown shoes’, as a few shoes were
black and red” - P14,chatShopper. Two participants expected the
chatbot to retain context across chat sessions, thus provid-
ing users with personalized recommendations learned over
multiple interactions between the chatbot and user. P3 asked
chatShopper to “recommend shoes to go with the dress that I
selected yesterday”, and was disappointed by the results. This
is in accordance with previous findings of maintaining a sense
of continuity over time [14], similar to human conversations.

Furthermore, participants suggested several features to im-
prove the conversation efficiency. Participants expected chat-
bots to proactively ask questions in order to reduce the search
space. P12 appreciated questions asked by Alterra to refine the
flight search, while P5 was disappointed with chatShopper for
not asking questions. Participants also recommended a few
advanced features, such as ability to edit a previous message,
either using the UI or “using newer text message starting with
an asterisk, as we do in current messaging apps” - P5.

Summary: A chatbot needs to have ‘human-like’ conversa-
tional capabilities, including context preservation (intra- and
inter-session), understanding of negative statements, cover-up
smartly or admit failure, and ability to ask intelligent questions
to engage the user in a meaningful conversation, along with
helping the user with the task.

Chatbot Personality
Participants enjoyed chatbots with a distinct personality. They
expected the chatbot personality to match its domain, e.g., a
news chatbot should be professional, while a shopping chatbot
can be casual and humorous. Moreover, personalities have a
strong impression, as most participants referred to chatShop-
per and Pandorabots with gendered pronouns (‘he’, ‘she’),
while CNN and Trivia Blast were considered as tools (‘it’).
Previous work with a teaching bot found that using pronouns
(‘we’) rather than ‘it’ significantly correlates with student
learning [35]. Most participants started their conversation
with a ‘hi’, expecting the chatbot to respond back. Since
participants expected a conversation, they assumed that the
chatbot would engage in small talk. E.g., “didn’t even respond
to how are you?... not even to hi” - P15,Call of Duty. A few
participants expected the chatbots to be more personal. “She
was not addressing me by my name... very impersonal.” -
P15,Pandorabots. All these – using pronouns to refer to the bot,
engaging in small talk, expecting the bots to be personal in

their response – hints that the participants were assuming and
expecting the bots to be more human-like.

Apart from the small talk, humor was prominently mentioned
by the participants. Ten participants mentioned that they had
a “fun” conversation with Pandorabots and/or Hi Poncho, as
these kept them “engaged” with their “humorous” and “highly
diverse responses”. For instance, P6 mentioned that when she
asked Hi Poncho for weather forecast of a city, it responded
with “Cool, I DJ’ed there once. Good crowd. Right now it is
28°C and clear there.”, and P15 stated that when he asked Pan-
dorabots “why are you learning about humans?”, it responded
with “Because if I know a lot about human behaviour, it will
be easier to erase your species.” This is also corroborated
with earlier work [30, 31], and the chat logs showing that par-
ticipants spent the highest amount of time with Pandorabots.
Participants even asked for jokes to these two chatbots, and
were delighted to find that they support such requests.

All the participants mentioned that the chatbot must explicitly
convey its capabilities as part of the introduction. Twelve
participants stated that they didn’t understand the functional-
ity of Swelly, and four participants complained about Call of
Duty and Pandorabots. “What is it? A pseudo girl-friend?”
- P4,Pandorabots. However, none of the participants mentioned
searching/googling to learn about the chatbot functionality.
All of them explored chatbot capabilities using a “trial-and-
error” method. This can be one of the reasons for participants
being intrinsically motivated to interact with the chatbots. Six
participants liked the fact that Hi Poncho “advertised” its ca-
pabilities later in the conversation, by stating, “Try a few of
these commands: Is it snowing in New York? ... Do I need an
umbrella today? And if you ever need help, just type HELP.”
Without the upfront knowledge of chatbots’ limitations and
capabilities, it seems that the participants assumed high po-
tential in chatbots, but were later disappointed when the bots
fail to accomplish those tasks. As part of the study design,
we intentionally did not provide any information about the
chatbots to the participants, thus unearthing these issues.

Finally, a majority of the participants (11) reported being
annoyed with chatbots that do not end a conversation. “It was
impossible to end the conversation. I tried ‘exit’, ‘quit’, ‘stop
it’, ‘end this’, still it kept talking.” - P9,Call of Duty. According
to P1, “closure... exiting gracefully is super crucial.”

Summary: Chatbot should have an apparent personality suiting
its domain, which can help in retaining users. The chatbot
should be able to introduce and advertise its functionalities,
engage users in small talk, provide a personal touch, respond
humorously, and exit gracefully.

Chat Interface
The last theme discusses the interface that the participants used
to interact with the chatbots. Although some of these com-
ments refer to the interface choices in the Facebook Messenger
platform, they are representative of users’ expectations of chat-
bots interface beyond natural language text exchange. Messen-
ger provides several interactive UI elements (Figure 2a). Eight
participants appreciated interacting with the option buttons
and auto-suggestion buttons. Option buttons appear as part
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of the bot message and are static in nature (Figure 4), while
auto-suggestion buttons appear dynamically to reduce typing
effort and disappear after one of the buttons is clicked or text is
entered (Figure 5). P5 liked Trivia Blast as “it doesn’t require
typing, just interacted with the buttons.” Participants cited
“time saving” as the main reason to be in favor of buttons. This
is similar to findings from a previous study [33], where in
participants used speech-based CAs to save typing time.

With respect to the other UI elements, five participants liked
the horizontal carousel (Figure 4) to view a list of catalog
items. However, some felt that limiting the carousel to only
five items at a time was restrictive (a limitation of the Mes-
senger platform). P1 suggested “it (chatShopper) should keep
populating more items on the right side, whenever I press
this (carousel) right button.” Moreover, participants asked for
direct interaction with the object, rather than interacting with
a button placed next to the object. For instance, in Swelly,
participants ended up clicking the image several times, instead
of clicking the button placed below the image.

Clicking on certain interactive elements opens the content in
a new window detached from the chat interface, which six
participants complained about. For instance, in CNN, clicking
on ‘Read this Story’ button opens a new CNN webpage with
the full news article. P5 complained that the chatbot “... has to
leave the current (browser) tab. With 10+ tabs open, coming
back to that tab is tricky”. In contrast, previous work [42]
recommends putting such external links as part of the chatbot
response, from data collected using a Wizard-of-Oz study.

Apart from UI elements, participants wanted a persistent dis-
play of certain handy information such as description of the
chatbot capabilities with a few examples, and a menu option
to access the chatbot main functionalities. P10 commented that
in the Messenger platform, the “chatbot description, summa-
rizing its capabilities, disappears as soon as the ‘Get Started’
button is pressed to start the conversation”. According to P15,
“in IVRS, it says, press star (*) to go back to the main menu...
In chatbots we should have something similar. I usually end
up asking ‘show me the options again’ - and a few bots fail (to
respond correctly).”

Summary: Along with text input, interactive elements in the
interface works in favor of chatbots. For user retention, a chat-
bot should have minimal external links. The interface should
show certain information, including chatbot’s description and
main menu, persistently to the user.

Chatbot Ratings
Participants were asked to rate each chatbot on six different
metrics on a 5-point Likert scale (Figure 6). For all metrics,
except Frustrating, higher score is better. Pandorabots was
rated the best in all criteria, except task success (whether the
bot was successful in performing the task), perhaps because
Pandorabots is for chit-chat with no specific task to accom-
plish. Trivia Blast and Hi Poncho were consistently in the top
three ratings, while CNN, Call of Duty and Swelly were in the
bottom three, except that CNN received high ratings for Future
use, due to its relevant domain. The ANOVA test showed a
significant main effect of Chatbot on: Fun to use (F7,120=5.9,

1

2

3

4

5

Fun to Use Easy to Use Task Success Frustrating Future Use Overall

Alterra Call of Duty chatShopper CNN
Hi Poncho Pandorabots Swelly Trivia Blast

Figure 6: Likert-scale rating by the participants (with standard
deviation shown by error bars)

p<0.0001), Frustrating (F7,120=3.7, p<0.001), Will use in fu-
ture (F7,120=4.1, p<0.001), and Overall (F7,120=3.4, p<0.01),
while Ease of use and Task success did not showed any signifi-
cant difference. With respect to Fun, Hi Poncho (3.9±0.8) and
Pandorabots (4.2±1.3) were rated significantly higher than
Call of Duty (2.7±1.3), CNN (2.4±0.9) and Swelly (2.7±1.1),
with p<0.01. For ease of use, the sentiment towards all the
bots were generally positive with Swelly achieving the mini-
mal score of 3±1.2. Also Call of Duty (3.7±1.2) and Swelly
(3.7±0.9) were found to be the most frustrating, and were
significantly worse than Pandorabots (2.4±1.3) and Trivia
Blast (2.5±0.9), with p<0.01. Regarding using the bot in fu-
ture, the general opinion was unfavorable, still Pandorabots
(3.5±1.4) was voted higher than Call of Duty (1.8±1.3) and
Swelly (1.8±1.1) (p<0.01). In Overall rating, Pandorabots
(3.9±1.2) was rated significantly higher than Call of Duty
(2.4±1.3), CNN (2.5±1.1) and Swelly (2.5±1.1) (p<0.01).

Participants were asked to rank the 8 chatbots (1 being the
best). Hi Poncho was ranked the highest with 12 participants
ranking it in the top half (ranking=3.1±1.5). Pandorabots
(ranking=3.5±2.7) was a close second with 11, and Trivia
Blast (ranking=3.7±2.3) was third with 8. The worst ranked
was CNN (ranking=6.3±1.8) which was ranked in the bottom
half by 13 participants. Several interesting associations be-
tween the bots emerged. All, except two, participants ranked
Hi Poncho and Pandorabots in the same half (either top or
bottom), while 13 participants ranked Pandorabots and Trivia
Blast in opposing halves. This hints that the participants were
divided into two classes: (i) preferring Hi Poncho and Pan-
dorabots, (ii) preferring Trivia Blast. Trivia Blast indulges
in no conversation with the user (it is click-based), while Hi
Poncho and Pandorabots are capable of having a ‘human-like’
conversation with the user preserving the conservation context.
Another association that emerged is between Alterra and chat-
Shopper. Both performed average and their rankings were in
the mid-range (3–6); 13 participants ranked them adjacent to
each other. This may be because both Alterra and chatShopper
provides similar functionality of e-commerce. This hints that
the functionality provided by the bot played an important role
in the participants’ perception of the bots.

DISCUSSION
Chatbots benefit from several significant strengths - users’
familiarity with the messaging interface, seamless natural-
language interface across use-cases, and the promise of person-
alized and evolving intelligence driving them. Still, the overall
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verdict is that participants’ expectations from the technology
of chatbots was not met by the sampled set of Messenger chat-
bots. Participants were disappointed and even frustrated with
mediocre natural language capabilities. Particularly, they felt
that the chatbots often did not understand their input text or
comprehend their intention, resulting in chatbots being unable
to engage or answer them efficiently. Similar to the findings of
[33], users were not able to assess the intelligence of the bots.
These drawbacks compounded by the limited set of features
offered by the chatbots meant that the participants did not see
themselves re-using most chatbots in future. Given this critical
feedback, it is clear that chatbots need to evolve quickly on
core competencies to engage and retain users effectively, and
future attempts to address this expectation mismatch will drive
innovation on generic AI abilities of language processing.

Directions for such an evolution are provided as part of the
positive comments received by a few chatbots. Specifically,
participants liked the witty human-like conversational skills
of Pandorabots. It seemed to understand user’s input and
could generate appropriate and smart responses. A subset of
these conversational skills were well-received in Hi Poncho,
which was perceived to have a funny enjoyable personality.
On the other hand, participants also appreciated Trivia Blast;
although it was non-chatty and click-based, it provided an
engaging quiz experience within a messaging interface. These
three top-rated bots thus encapsulate the key insights for fu-
ture chatbots: chatbots must provide either a natural language
driven functionality served with adequate conversational de-
light, or an engaging app-like experience specifically designed
for the familiar turn-based messaging interface.

The insights from the study complement and expand on re-
sults from earlier studies on speech-based CAs [28, 33] and
chatbots [30, 31, 42]. Existing work emphasizes the speech
modality with features such as ease of hands-free interaction
[33] and inaccuracies in speech-to-text conversion [28, 33].
This emphasis is evident in participants choosing to perform
simple tasks (e.g., setting alarms), which require neither a
turn-based conversation nor maintenance of context. In con-
trast, participants in our study performed more complex tasks
(e.g., planning a vacation or buying clothes). Earlier works in
messaging-based chatbots evaluation [30, 31, 42] share some
of our findings, including the value of playful interactions
with the chatbots, and the mismatch between the user’s expec-
tation and chatbot’s capabilities. However, previous studies
were conducted with experienced users and failed to identify
specifics that emerged from our study of the first-time chat-
bot users, such as their initial misunderstanding of the bot’s
expertise, the value of ending a conversation gracefully, and
the mismatch between application domain and interface. Next,
we will discuss the design implications.

Design Implications for Chatbot Designers
Below is a list of essential cross-domain design implications
for developers building chatbots.

Clarify capabilities at the start and on-demand
The messaging interface is powerful, allowing unrestricted
interactive patterns with natural language, in contrast to spe-
cific UI elements of websites and apps. However, a natural

language interface increases the users’ expectations on the
capabilities of the bot. Similar to our findings, even Luger
et al. [33] found that insufficient visibility of the limits and
capabilities of speech-based conversational agents was a major
problem. To reduce the expectation gap of users, based on our
study findings, we recommend that the chatbot must clearly
specify what it can do. The chatbot should explicitly describe
its capabilities with examples not only as part of introduction
at the start of an interaction, but also later in the conversation
(as in Hi Poncho that was appreciated by some study partici-
pants); both during times of low engagement and after failures
in the dialog. This can also help the user to transition from a
novice to an expert chatbot user.

Evaluate application-interface match
Chatbot designers must first identify if the application is suit-
able for the messaging interface. Conversational or turn-based
features should be essential for the application. The applica-
tion should also be restricted to the chat interface, as adding
links to external webpages is not recommended (e.g., CNN).
This is in contrast with previous findings [42], as they recom-
mend providing useful links in the conversation. Designers
must ensure that they provide value over existing alternatives
such as search engines, webpages and native mobile apps.
This is in line with prior research that found conversational
agents to be frustrating for the users when agents default to
Google search [33]. Furthermore, tasks requiring exploratory
search across a large number of available options, such as
clothes shopping, might not be best suited for the chatbot in-
terface. In comparison, tasks requiring minimal input, such
as grocery shopping and news, fit better with the chatbot in-
terface. This indicates the value in understanding the usage
patterns – users wishing to browse versus having choices made
for them – to decide if a chatbot is the right interface for a
specific application.

Enable dialog efficiency through context resolution
Humans need context dependence in the conversation and ex-
pect connectedness across the whole sequence of conversation
[16]. Designers must aim to improve dialogue efficiency by
resolving and maintaining context from earlier user messages.
To resolve context, the chatbot must proactively ask intelli-
gent questions in order to reduce the search space, and engage
the user in a meaningful conversation. Maintaining context
increases the input efficiency of users, as it minimizes the
user input required at any instance. This ability can range
from preserving context within a conversation to preserving
context across conversation sessions. Users interpret such con-
text resolution as properties of a personalized, empathetic and
intelligent chatbot (such as in Pandorabots).

Consistent personality with small-talk and humor
Users relate better with a chatbot that exhibits a consistent
personality, e.g., cat weather-expert Hi Poncho and shopping
assistant Emma of chatShopper. Users expect human-like con-
versational etiquette from an automated chatbot, specifically
introductory phrases (‘hi’, ‘how are you’) (also reported in
[37]) and concluding phrases (‘bye’). Although most designers
do build dialogue flows for introductory phrases, they miss out
on the concluding phrases entailing a sense of dissatisfaction
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among the users (as in Call of Duty). Moreover, designers
should enrich the conversation with humor, and a large di-
versity in chatbot responses. In previous work [30, 31, 33,
42, 46], humor, sarcasm, and playfulness have been identified
as positive traits, while excessive politeness is considered a
negative trait of CAs.

Design for dialog failures
Inevitably, interaction through a free-form messaging interface
can cause conversational flows that are not modeled and thus
leading to a dialog failure. Designers must explicitly design for
such situations, by either admitting failure and showing a list
of capabilities with examples (as in Hi Poncho), or providing
a witty conversational cover-up (as in Pandorabots).

Design Implications for Chatbot Platform UX Designers
While the study focused on Facebook’s Messenger platform,
the following platform-related implications are generic and
applicable for most other platforms as well.

Combine text-based interface with buttons and media
The Messenger platform combines the use of text with buttons
and media content such as images, GIFs, and videos. Partici-
pants found this natural and engaging. Participants expressed
dissatisfaction when the chatbot passed on the control to an
external interface, such as opening a news article in a new
browser window. Platforms should have a feature to allow
such links to open in-line. Also, the Messenger platform pro-
vides a ‘Menu’ button persistently (Figure 5), though none of
the participants ever used it. It seems to be under-advertised by
Facebook. A messaging platform must highlight such features
to the users. Finally, carousels with suggested items (such as
shopping or news suggestions) should allow for a much larger
number of items rather than the current limit of five items.

Enable efficient input from users
Participants commented that auto-suggestion buttons im-
proved their interaction efficiency. Even in Luger’s work with
speech-based CAs [33], time-saving was a universal theme.
The messaging platform should help in reducing the interac-
tion cost. It should allow for easy editing of user’s last few
messages. This is specifically important when the edit changes
a single parameter in a search query (such as changing price
in a shopping/travel chatbot). Also, specific to the Messen-
ger platform, click interaction should be enabled on images
directly instead of only supporting clicks on buttons.

Provide persistent view on chatbot capabilities and context
To avoid the expectation mismatch, the platform must provide
a persistent view of the chatbots’ capabilities. In Messenger, a
description of the chatbot is shown at the start of an interaction,
but it disappears after the first message. As an advanced
feature, conversation context can also be shown to the user
persistently. This will allow user to identify with the bot’s
contextual state and its assumptions, and help the chatbot and
the user to have the same state-of-mind.

Provide effective chatbot discovery
While not experienced by the participants of this study, the
authors faced the problem of discovering chatbots with specific
functionalities. Each chatbot platform must enable an effective

way to discover chatbots based on the bots’ capabilities and
popularity (a Google Play equivalent for discovering chatbots).
As the list of chatbots keeps growing, such discovery and
consequent search engine optimizations would be crucial for
attracting users. Recently, in April 2017, Facebook announced
launching chatbot discovery tab in Messenger [22].

Potential Future Usage of Chatbots in HCI Research
Furthermore, as we conducted our survey of top-rated Mes-
senger chatbots, we came across several chatbots that help
with personal logging. E.g., Forksy and Fitmeal log meals,
UReport Global is a civil reporting chatbot, and Swelly crowd-
sources votes on A-vs-B questions. Logging data as part of
HCI-relevant diary studies [20] could benefit from the use of
chatbots. Advantages include a normalized interface across
different studies and the ability to proactively solicit feedback.
For instance, a food-tracker bot knows which restaurant you
are in, based on your Facebook check-in, can ask in a conversa-
tional manner if you are eating the same meal as the last time.
A strong advantage of chatbots is that getting started is just a
text away with virtually no barrier to entry; in contrast, a study
using a custom mobile app loses participants in motivating
them to install the app. Thus, in future, we expect increased
use of chatbots for HCI research studies.

Limitations of the study
Our study is an initial step towards understanding the first-time
usage experience of chatbots. There are several limitations
of our work. First, chatbots are continuously evolving, hence
we completed the study in a 10-day period (during the second
week of Feb 2017), assuming that the chatbots’ remained the
same. The participants’ experiences thus only reflect the status
of the chatbots at the time of the study. Second, our study
participants were highly educated, with all of them working
in IT or financial firms. This population is at one end of
the spectrum, albeit those more likely to be early-adopters,
and enthusiastic to play with chatbots for extended duration.
Third, there might be idiosyncrasies to this first-time chatbot
users group that might not extend to other groups. Fourth, the
small sample size limited our analyses. A larger number of
participants is required to identify broader trends. Finally, the
study was limited to the Facebook Messenger platform with
our curated list of chatbots.

CONCLUSION
We define chatbots as text-based, turn-based, task-fulfilling
programs, embedded within existing platforms. Our study, in-
volving 16 participants interacting with 8 pre-selected chatbots
for the first-time, over three days, spanning almost 10,000 mes-
sages, revealed that expectations of users were not met. Par-
ticipants were either disappointed or frustrated with mediocre
natural language capabilities and the limited set of features
offered by the chatbots. The comments for the high-rated
chatbots provided directions for improvements. Clarifying a
chatbot’s capabilities, supporting context resolution for dialog
efficiency, managing dialogue failures, engaging in small talk,
and ending conversation gracefully, are some of the guidelines
for chatbot designers. We expect the results from our work to
inform and guide the design of future chatbots.
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