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Abstract—Prior work has shown the classification of voiding dysfunctions from uroflowmeter data using machine learning. We present the use of smartwatch audio, collected through the UroSound platform, in order to automatically classify voiding signals as normal or abnormal, using classical machine learning techniques. We train several classification models using classical machine learning and report a maximal test accuracy of 86.16% using an ensemble method classifier.

Clinical relevance—This classification task has the potential to be part of an essential toolkit for urology telemedicine. It is especially useful in areas that lack proper medical infrastructure but still host ubiquitous audio capture devices such as smartphones and smartwatches.

I. INTRODUCTION

The rapid ageing of society, combined with the expected reduction in the working population, threatens the sustainability of health systems. Furthermore, the current COVID-19 pandemic continues to aggravate this situation, especially for the elderly, and for those in less developed rural regions that lack proper medical infrastructure. Consequently, new strategies are needed to transition from in-person and reactive health care systems to remote and proactive systems that focus on patient welfare through continuous and non-intrusive care.

A problem frequently associated with ageing is voiding dysfunction. This highly prevalent issue has a major impact on the quality of life for a large number of individuals (more than 60% of men over 60 years of age) [1]. Remote assessment of people with voiding dysfunction may allow for the capture of unique voiding features, thus facilitating the prompt diagnosis of a disease.

Recent works have demonstrated the feasibility of using mobile devices, such as smartphones [2], [3], [4], [5], [6] and smartwatches [7], in a home environment, to characterize urinary flow patterns by capturing the sound generated when the urine stream hits the water in a toilet bowl. This test is known as audio uroflowmetry. The scientific literature shows that the use of machine learning techniques to estimate flow parameters from urinary voiding sounds is viable, with improved accuracy anticipated as the algorithm is continuously refined with additional training samples [8]. Therefore, the quantity and quality of the audio samples are of paramount importance in order to train and validate these algorithms. Unfortunately, obtaining such samples is non-trivial and most existing works train and validate their methods from sounds obtained from a standard uroflowmeter device, instead of a water-based toilet bowl, whose acoustic characteristics are different [9], [10]. Additionally, information provided by the urine flow parameters is not always very significant, as there is often great variability among patients.

It is usually more meaningful to classify whether the flow envelope corresponds to a normal or abnormal flow, or to evaluate the envelope evolution over time [11]. According to [11], the association between flow shapes and underlying pathologies can be thoroughly researched, and abnormal flow shapes are carefully associated with underlying pathologies. This classification task, which can be performed by an experienced urologist listening to the urinary flow audio, can be automated thanks to the use of machine learning techniques. This functionality has the potential to be part of an essential toolkit for urology telemedicine, especially in under-served areas and in communities that lack proper medical infrastructure. The advantages of using a smartwatch compared to a smartphone to perform audio uroflowmetry are clear: as a wearable device, smartwatches can be worn continuously, facilitating the capture of voiding behavioural data in real time, in natural environments, with multiple repeated measurements.

The primary objective of this work is to evaluate the accuracy of machine learning techniques to support the automatic identification of pathologies associated with the urinary tract and distinguish between normal (healthy) and abnormal (unhealthy) voiding signals. These algorithms are trained and validated with a dataset obtained from a cohort of patients and are run in a cloud-based backend.

II. RELATED WORK

The state of the art in machine learning applied to uroflowmetry can be divided into two main categories. The first includes works that focus on accurately estimating the flow rate and voided volume in standard units (ml/s and ml, respectively) from sound-based uroflowmetries [12], [3], [8]. The results demonstrate that it is a rather complex problem, as an accurate calibration is required to extract the data in standard units from audio signals.

The second category includes works that use machine learning to automatically classify the voiding shape as normal or abnormal, both from standard uroflowmetry test data [10], [13] and from sound-based uroflowmetry [14].
To the best of our knowledge, there is no prior work in classifying the voiding shape, extracted from sound-based uroflowmetry tests, performed with a smartwatch. These tests consist of recording the impact of the voiding event with the toilet water through the use of a smartwatch.

III. METHODS

This section presents the hardware specifications of the platform used to record voiding events and then introduces the clinical study performed to collect audio uroflowmetry tests from 14 volunteer patients. We then discuss the dataset, data augmentation, feature extraction, and machine learning model selection and training. Fig. 1 presents an overview of the procedure, which is explained in detail in this section.

A. Hardware Specifications

To collect the audio uroflowmetry tests, we used the UroSound application (open-sourced for Android devices) [15], the first application to perform audio uroflowmetry tests with a smartwatch by recording the sound produced when the voiding flow impacts the toilet water. The audio uroflowmetry data collected with this app achieves a good correlation between acoustic and standard uroflowmetry with respect to the voiding shape [7]. In particular, we use the UroSound app installed on an Oppo Smartwatch (a commercially available smartwatch). UroSound is configured to record audio with a sampling rate ($f_s$) of 16 kHz, a bit depth of 16 bits/sample, and in an uncompressed WAV format.

B. Clinical Data Collection

We devised and conducted a clinical study with 14 volunteer patients from two pelvic floor health clinics located in Spain. The experimental procedures described below conform to the provisions of the Declaration of Helsinki (as revised in Edinburgh 2000). We have published a public GitHub repository containing the dataset, where each audio recording is anonymously associated with a patient through an identification (ID) value.

1) The patient is informed of the project, the conditions of the tests, and then signs an informed consent form.
2) The patient is asked to take a standard uroflowmetry test in the clinic, using a uroflowmeter.
3) The patient receives a smartwatch from the physician that they wear and use for three consecutive days to record the sound of their urination.
4) At the end of this period, the patient returns the smartwatch to the clinic.
5) Personnel from the clinic send all the audios to a central server using the same smartwatch app. The audios are anonymously associated with a patient through an identification (ID) value.
6) All audios are deleted from the smartwatch. The smartwatch is then disinfected, fully-charged, and ready for the next patient.

C. Dataset

The dataset is comprised of 153 voiding audios, from Oppo smartwatches, across 14 study participants. We performed expert labelling according to the urologist author of [7]. The labels were assigned based on audio playback and visual analysis of the extracted envelopes, as explained in Section II.F. Across all audios, 47 are labeled as Abnormal flows, while the remaining 106 are labeled as Normal flows. A normal flow curve is smooth without any rapid changes in amplitude. As the shape of the flow curve is determined by the kinetics of the contractions of the detrusor, a smooth muscle, it does not, in general, show rapid variations [16]. An abnormal voiding event is visualised as a non-bell shaped flow-audio signal envelope. Abnormal flows account for approximately 30% of all recordings in the dataset. This information is outlined in Table I, where 0 represents Normal flows, and 1 represents Abnormal flows.

This table also presents the distribution of trials (number of audio recordings) for each of the patients, as well as the number of trials assigned to each one of the two labels. For each patient the number of trials was highly dependant on their engagement in the study and ranged from 3 to 16.

<table>
<thead>
<tr>
<th>User</th>
<th>Trials</th>
<th># 0</th>
<th># 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>A2</td>
<td>12</td>
<td>9</td>
<td>3</td>
</tr>
<tr>
<td>A3</td>
<td>14</td>
<td>5</td>
<td>9</td>
</tr>
<tr>
<td>A4</td>
<td>15</td>
<td>8</td>
<td>7</td>
</tr>
<tr>
<td>A5</td>
<td>9</td>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>A6</td>
<td>12</td>
<td>12</td>
<td>0</td>
</tr>
<tr>
<td>A7</td>
<td>15</td>
<td>11</td>
<td>4</td>
</tr>
<tr>
<td>B3</td>
<td>16</td>
<td>12</td>
<td>4</td>
</tr>
</tbody>
</table>

TABLE I

<table>
<thead>
<tr>
<th>User</th>
<th>Trials</th>
<th># 0</th>
<th># 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>B5</td>
<td>14</td>
<td>12</td>
<td>7</td>
</tr>
<tr>
<td>B7</td>
<td>14</td>
<td>9</td>
<td>5</td>
</tr>
<tr>
<td>B8</td>
<td>7</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>B9</td>
<td>8</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>B10</td>
<td>3</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>B11</td>
<td>9</td>
<td>9</td>
<td>0</td>
</tr>
<tr>
<td>B12</td>
<td>7</td>
<td>7</td>
<td>0</td>
</tr>
</tbody>
</table>

This table shows that most patients present at least one trial for each of the two label types. This demonstrates the variability among patients in terms of their voiding parameters as mentioned in the Introduction section, and highlights the relevance of performing uroflowmetry tests more than once. UroSound facilitates this process by using a smartwatch as opposed to a standard uroflowmeter device.

D. Data Augmentation

Due to the relatively small size of the dataset, audio data augmentation was used in order to increase the number of samples for both training and testing. Each audio file was augmented to produce 3 additional audio samples. This amounted to a total of 612 voiding audio samples. These augmentations are outlined in Table II.
### TABLE II
**Augmentations for Voiding Audios**

<table>
<thead>
<tr>
<th>Augmentation Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>N/A (Original)</td>
<td>Original audio with no augmentation</td>
</tr>
<tr>
<td>Quite</td>
<td>Original audio with gain of -5dB</td>
</tr>
<tr>
<td>Loud</td>
<td>Original audio with gain of 5dB</td>
</tr>
<tr>
<td>Gaussian Noise</td>
<td>Noise added to original audio with SNR of 5dB</td>
</tr>
</tbody>
</table>

### TABLE III
**Uroflowmetry Classification Features**

<table>
<thead>
<tr>
<th>Feature</th>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Voiding Time</td>
<td>T</td>
<td>Start to end time interval of voiding</td>
</tr>
<tr>
<td>Time to Maximal Flow</td>
<td>$T_{\text{max}}$</td>
<td>Time interval from voiding start to time of maximal flow</td>
</tr>
<tr>
<td>Maximal Flow Rate</td>
<td>$Q_{\text{max}}$</td>
<td>Maximal value of processed flow envelope</td>
</tr>
<tr>
<td>Average Flow Rate</td>
<td>$Q_{\text{avg}}$</td>
<td>Average value of processed flow envelope</td>
</tr>
<tr>
<td>Interruptions</td>
<td>Ints</td>
<td>Number of times urine flow falls to or below a value of $\max(B_{\text{noise}}, 20% Q_{\text{max}})$</td>
</tr>
<tr>
<td>Fluctuations</td>
<td>Flucts</td>
<td>Number of times urine flow peaks with a prominence of at least 20% of $Q_{\text{max}}$</td>
</tr>
<tr>
<td>Background Noise</td>
<td>$B_{\text{noise}}$</td>
<td>Minimum of averaged first and last seconds of envelope signal</td>
</tr>
</tbody>
</table>

### E. Data Preprocessing

The dataset audios are fed through a preprocessing pipeline that extracts the envelope of the voiding signal. This pipeline is broken down into the following stages.

1) **Raw Audio:** The raw audio is read in along with sampling rate $f_s$.

2) **Lowpass Filter:** A lowpass filter, with cutoff frequency of $\frac{3}{10}$ is applied to remove high frequency noise.

3) **Hampel Filter:** A Hampel filter is applied to remove and replace outliers in a 256 sample window using the median.

4) **Envelope Detection:** The voiding signal envelope is extracted through the use of a Hilbert filter with a window of 128 samples.

5) **Moving Median Smoothing:** A sliding moving-median window, of $f_s$ samples, is applied to smooth-out envelope noise.

This pipeline, along with example voiding signals and corresponding envelopes are illustrated in Fig. 2.
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**Fig. 2.** Audio Preprocessing and Envelope Extraction.

### F. Feature Definitions and Feature Extraction

Once the audio signals are preprocessed, a number of features are derived from the voiding signal envelope in order to train a classical machine learning model. Fig. 3 illustrates many of the defined features extracted from the audio envelope, while Fig. 4 shows an example of extracted features from an actual voiding event audio sample.

The features described in Table III are automatically derived from the voiding signal envelopes as follows:

1) **Background Noise** ($B_{\text{noise}}$): Let $x_{\text{avg}1}$ represent the average value of the first second of the envelope signal. Let $x_{\text{avg}2}$ represent the average value of the last second of the envelope signal. $B_{\text{noise}} = \min(x_{\text{avg}1}, x_{\text{avg}2})$.

2) **Maximal Flow Rate** ($Q_{\text{max}}$): The highest value reached by the envelope signal, while ignoring the first and last second of the signal (these are ignored due to mic edge effects).

3) **Voiding time** ($T$): Let $T_{\text{start}}$ be the time at which the envelope signal exceeds $B_{\text{noise}}$ before reaching a value of at least 20% of $Q_{\text{max}}$ for the first time. Let $T_{\text{end}}$ be the time at which the envelope signal falls to or below $B_{\text{noise}}$ after passing the final value of 20% of $Q_{\text{max}}$. $T = T_{\text{end}} - T_{\text{start}}$.

4) **Time to Maximal Flow** ($T_{\text{max}}$): The time interval from $T_{\text{start}}$ to the first time occurrence of maximal flow.

5) **Average Flow Rate** ($Q_{\text{avg}}$): The sum of all envelope values, from $T_{\text{start}}$ to $T_{\text{end}}$ divided by $T$.

6) **Fluctuations** ($\text{Flucts}$): The number of times urine flow peaks with a prominence of at least 20% of $Q_{\text{max}}$.

7) **Interruptions** ($\text{Ints}$): The number of times urine flow drops to or below a value of $B_{\text{noise}}$ or 20% of $Q_{\text{max}}$.

![Feature definitions based on the voiding event audio envelope. Y-axis represents the flow rate in arbitrary units (a.u.).](image)

**Fig. 3.** Feature definitions based on the voiding event audio envelope. Y-axis represents the flow rate in arbitrary units (a.u.).
These extracted features are based off those used by prior work [13] in an algorithmic uroflowmetry classification approach. It is important to note that the features described by this prior work are derived from data produced from a standard uroflowmeter, a device used to precisely measure urine flow. This work, on the other hand, derives similar features from smartwatch audio. For this reason flow parameters such as $Q_{\text{max}}$ are given in arbitrary units as opposed to $\text{ml/s}$. Additionally, the audio signal level is dependant on a number of factors including, but not limited to, room acoustics, background noise, and proximity to signal source. For these reasons, we include the $Q_{\text{avg}}$ and $B_{\text{noise}}$ features to help the model normalize across the uncontrollable environmental factors.

G. Model Selection

Prior work [13] utilizes regression forest models to obtain high prediction accuracy for diagnosis of abnormal voiding from uroflowmeter data. We choose a number of similar ensemble based models. We train three classification models from classical machine learning: an ensemble learning model, and two random forest models. These models were selected experimentally, as they presented high overall classification accuracy. The performance of these models is compared and contrasted in a later section.

- **Ensemble Method:** An ensemble classification method as described by the LogitBoost algorithm [17].
- **Random Forest 1:** A group of 250 bagged classification trees, using 2 features, at random, for decision splits, as described by Breiman’s random forest algorithm [18].
- **Random Forest 2:** A group of 250 bagged classification trees, using all 7 features for decision splits.

H. Model Training

Of the 14 participants 11 are used for training, while 3 are held out and comprise the test set. Both testing and training sets are randomly constructed to maintain approximately 30% abnormal flow audios, to reflect the split of data in the full dataset. Data from participant B10 is always used to train due to the relatively low number of associated audios. Additionally, data from participant A3 is also always used to train due to the relatively high proportion of abnormal flow audios. We then perform 3-fold cross-validation with training data comprised from 11 participants, and testing data comprised from the remaining 3 patients.

IV. RESULTS AND DISCUSSION

This section presents the results of training and evaluating the three machine learning models presented in the previous section. The receiver operating characteristic curve (ROC) along with the area under the curve (AUC) are presented in Fig. 5. The ROC curve plots the true positive rate (TPR), that provides information about what proportion of the class 1 got correctly classified, and the false positive rate (FPR), that provides information of what proportion of the class 0 got incorrectly classified. This figure shows that the ensemble method achieves the highest AUC with a value of 0.89. This means that this model has the highest measure of separability: the best model prediction of Normal (or 0) shapes as Normal, and Abnormal shapes (or 1) as Abnormal.

The equal error rate (EER) along with false positive rate (FPR) and false negative rate (FNR) curves are shown in Fig. 6. EER represents the best threshold to choose as it is the point where FPR and FNR are equal. A lower EER is considered better. The three models present an EER value of close to 0.2. The exact values are shown in Table IV. This table presents the evaluation results by model.

<table>
<thead>
<tr>
<th>Model</th>
<th>FPR</th>
<th>TPR</th>
<th>EER</th>
<th>AUC</th>
<th>ACC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ensemble Method</td>
<td>6.67%</td>
<td>67.86%</td>
<td>21.21%</td>
<td>0.8919</td>
<td>86.16%</td>
</tr>
<tr>
<td>Regression Forest</td>
<td>3.42%</td>
<td>55.56%</td>
<td>22.24%</td>
<td>0.8754</td>
<td>85.62%</td>
</tr>
<tr>
<td>Random Forest</td>
<td>9.12%</td>
<td>68.10%</td>
<td>23.12%</td>
<td>0.8476</td>
<td>84.03%</td>
</tr>
</tbody>
</table>

As shown in Table IV and Fig. 5, the ensemble method model ($AUC = 0.89$) slightly outperforms both tree ensemble models. Fig. 6 further demonstrates that the ensemble model better balances specificity (1-FPR) and sensitivity (TPR) to produce a lower equal error rate (EER) than either of the two random forest models. This ensemble model achieves a high test accuracy ($ACC = 86.16\%$) on voiding data from patients not present in the training set.
V. CONCLUSIONS AND FUTURE WORK

In this work we present the use of classical machine learning to classify normal and abnormal voiding flows from smartwatch audio. Using 3-fold cross validation we achieve a 21.21% equal error rate and an 86.16% classification accuracy.

The current state of the art in the field of audio uroflowmetry is promising, and there is ongoing work to improve its reliability in real-world conditions. However, further development of this technology and standardization are required for both the recording devices and the flow estimation algorithms.

We are currently working on extending our clinical study to collect significantly more audio uroflowmetry tests. We believe that a deep-learning approach may be able to better generalize over environmental noise, and models such as convolutional neural networks may be able better diagnose abnormal voiding flows.
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Fig. 6. Models evaluation in terms of FPR, FNR, and EER.